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 Annexures  

1.1 Annexure I ï Technical Requirements 

1.1.1 Current Scenario 

Punjab SWAN and SDC are proposed to be co-located. Punjab state is going for a new state 

data center to host all the upcoming applications. 

A typical new SDC architecture is being depicted in the schematic below: 

1.1.1.1. Infrastructure 
 

 

 
  

Bidder should study and refer the detailed diagram pasted above for the proposed state data 

center. Bidder should come up with a network solution based on this diagram and hence the 

diagram shown above is not the final network diagram. 

1.1.2 Server and Application Set-up at SDC 

SDC would be hosting various e-governance applications, an information portal, Citizen 

centric service applications and multiple databases. In order to meet these expectations 

various application servers/ systems would be required such as:   
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1.1.2.1 Web Servers 

Web based applications are easily accessible from any sort of the network, Intranet, internet or 

extranet. Therefore, Web server plays a vital role in SDC. Most of the new application are having 

web interface, which requires web servers for such services. The web servers would also be 

used for web hosting for different department 

 

1.1.2.2 Application Servers 

Application would be required as middle tier for various web based applications. Application 

server would take care of the necessary workflow and web server would be required for the 

interfacing with the end user. Both the web and application server would be seamlessly 

integrated to provide high availability and performance. It is proposed to have two separate 

applications solutions for Unix/ Linux and Windows environment. 

1.1.2.3 Database Server 

The database/ repository provides all the relevant information required to process any Citizen/ 

Government request or to render any e-Governance services with the use of SDC. Database 

server would be required to store and access data with ease. This would also be integrated with 

multiple applications, residing at SDC. Database servers should be configured in highly available 

mode.  

1.1.2.4 Staging Server 

It would be required to deploy a separate server as Staging server where all the new services 

are deployed before it is brought on to the production servers.  

1.1.2.5 Backup Server  

Backup server would be used for backing up the data at regular interval. The backing up of 

the data would be an automated process. Whenever desired the backed up data 

can be restored retrieved to the desired system configuration. 

1.1.2.6 Directory Server (Enterprise Access Server) 

Using Directory services SDC administrator should be able to define centralized authentication & 

authorization mechanisms for users. This would enable associate policies such as security, 

management etc on all servers/ systems from a centralized console and enhances security, 

reduces IT complexity and increase overall efficiency. It should be LDAP v3 compliant, in order to 

have integrated interoperability, security & manageability. It would also enable central 

authentication thus enabling single sign-on (SSO) mechanism. Therefore this user directory 

would enable easy manageability that is creation, modification and deletion of user records. It 

would further help to integrate with various other services like messaging, proxy, etc. The 

directory services should also be able to cater the requirements of the State for client 
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workstations also. 

1.1.2.7 Proxy Server 

Proxy Server will be used in neighborhood of one or more web servers, all the traffic from 

internet destined to one or more web server goes through proxy server. Proxy server will also be 

configured in SDC to enforce internet access policy and caching of static contents. 

1.1.2.8 DNS/ DHCP Servers 

DNS server would be required for various website and web application hosted for public/ Govt. 

access. The internet users will query for the domains on the DNS (Public DNS) server deployed 

at the SDC. DHCP would be assisting the System administrators for dynamic IP allocation to 

devices/ users. Furthermore, the key users (require SDC services), who would be connecting 

using remote access, would be requiring a valid IP address after successful authentication.  

1.1.2.9 Load Balancer 

 
The load balancer would be required for distributing workloads to a set of networked computer 

servers in such a manner that the computing resources are used in an optimal manner. The 

load balancer should support segmentation to distribute load for multiple services, servers. 

This would increase the availability of the server and should also increase the performance as 

multiple servers would be sharing the service load. The load balancer would be used for the 

following servers: 

¶ Application Server 

¶ Web Servers 

¶ Database Servers 

¶ Integartion Servers 

1.1.2.10 Intrusion Detection Server 

 
Any attempts of intrusion over a network should be detected and logged into a database, 

which should form the basis of reports generated. This would provide proactive information 

while the network is being compromised based on certain network patterns detected. 

1.1.2.11 Management Server 

The management server would help in administration of distributed systems at SDC. The 

management server would help in efficient and reliable administration of all the distributed 

computing devices and enable: 

¶ Inventory Management 

¶ Patch management 

¶ Monitor the availability of Services 
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¶ Fault Management 

¶ Performance Management 

1.1.2.12 Helpdesk System 

An ITIL based Helpdesk system would be used for assisting the service delivery by DCO for 

SDC. Helpdesk system would automatically generate the incident tickets and log the call. Such 

calls are forwarded to the desired system support personnel deputed by the DCO. These 

personnel would look into the problem, diagnose and isolate such faults and resolve the issues 

timely. The helpdesk system would be having necessary workflow for transparent, smoother and 

cordial SDC support framework. 

¶ Provide flexibility of logging incident manually via windows GUI and web interface. 

¶ The web interface console of the incident tracking system would allow viewing, updating and 

closing of incident tickets. 

¶ System should provide Knowledge base 

¶ Provide seamless integration to events/incident automatically from NMS / EMS. 

¶ Allow categorization on the type of incident being logged. 

¶ Provide classification to differentiate the criticality of the incident via the priority levels, 

severity levels and impact levels. 

¶ Each incident could be able to associate multiple activity logs entries manually or 

automatically events / incidents from other security tools or EMS / NMS. 

¶ Provide audit logs and reports to track the updating of each incident ticket.  

¶ Proposed incident tracking system would be ITIL compliant. 

¶ It should integrate with Enterprise Management System event management and 

support automatic problem registration, based on predefined policies. 

¶ It should be able to log and escalate user interactions and requests.  

¶ It should provide status of registered calls to end-users over email and through web.  

 



9         
 

1.1.3 SDC Platform and Storage Architecture 

 

This section of the RFP outlines platform and storage components to be deployed as part of 

SDC project. Majority of e-Governance applications are developed for Windows and Unix 

Operating System on x86 and RISC/ EPIC hardware platform. Server farm will be comprised 

of hardware for Directory service, Proxy Service, Antivirus service, DNS and DHCP Service, 

Backup service and Server for Enterprise Management suite. Other IT components appear 

under Optional components section as part of SDC deployment is subject to Punjab State 

decision. Apart from the core infrastructure components listed above, hardware has to be 

proposed for the three tier application architecture viz. Front end web server, application 

server and Database server. 

 

The diagram below illustrates the application infrastructure for e-Governance application. The 

e-Governance applications have three-tier architecture, RDBMS software is used at backend, 

in-house application or commercial application are at mid-tier and Web Servers are at the 

front-end of Tier-three architecture of e-governance application. Application at the all levels of 

Tier-three architecture shall be in highly available mode. All the Servers part of IT 

infrastructure shall be organized into different zones as per reference diagram in the section 

1.1.1.2 and specification given below. 
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¶ DNS/DHCP should be in highly available mode with primary and secondary servers. There should be 

two different views or servers for public and private DNS services.  

¶ There should be at least one primary and one secondary Directory server configured in such a way 

that directory services are available 100% of the time 

¶ There should be a redundancy at DNS and DHCP level which can be on a load balanced or Primary 

Secondary mode. Two separate instances of DNS have to be created with two different views. The 

two instances are for internal (Intranet) and external (Internet) usage. The external instance view is 

only available to external (internet) users and the internal view is only available to internal/ intranet 

servers. Separate view has been created for external lookups. Domain name would be same for 

external and internal usage.  

¶ Web servers facing external world should be placed in DMZ internet zone in load balanced mode 

using external load balancer. 

¶ All Database servers should be placed in secured zone in highly available configuration. 

¶ Application servers which provides business logic and work flow should be placed in  secured zone in 

high available mode  

¶ Server and Network/ Security Management servers should be located in management zone  

¶ Staging servers are used for development, testing and pre-production activities should be located in 

separate test and development zone 

¶ All the proposed servers should be configured with 32/ 64 bit Enterprise operating system.  

¶ Since, Consolidation and is a trend and requirements of any upcoming Data Center, Vendors are 

encouraged to design the solution to meet Consolidation requirement of Data Center. 

¶ State Government intends to host all state government applications pertaining to various  divisions 

and departments in a single location with commitment of better service and availability to end users, 

it is imperative that availability of the proposed solution should be high by design. Bidders should 

establish in his technical proposal, how the same is proposed from a stand alone component level as 

well as an overall solution level. 

¶ Bidders shall propose changes to design to value add, if applicable. 

¶ Bidder shall supply all end-to-end components for LAN / SAN connectivity of servers and Storage.  

¶ Bidder may propose alternative solutions (other than BOM proposed in RFP) inline with the 

ǎǘŀƴŘŀǊŘǎΣ ƎǳƛŘŜƭƛƴŜǎ ǇǊƻǾƛŘŜŘ ƛƴ ǘƘŜ wCt ŀƴŘ ǘƻ ƳŜŜǘ {5/ ƻōƧŜŎǘƛǾŜǎ ŀƴŘ {[!ΩǎΦ     

¶ The Servers need to be stateless to support network virtualization as part of the cloud for the servers. 

¶      
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1.1.4 SDC Network and Security Architecture    

 

Network should meet requirements for various kinds of Internal & External users in the state. 

Network Architecture shall be scalable and should have high performance and low latency. All 

the critical network equipments as Core Switches, Routers, Firewalls etc should be offered 

with redundant power supply or wherein redundant power-supply is not possible redundancy 

should be provided across different hardware.  

All these equipment should get electrical feed from alternative power source/ UPS/ power-

socket.The connectivity between end user equipment and access layer switches over Cat6 

UTP cabling at Gigabit speed. 

The state data center network is envisaged as mentioned below: 

¶ Network should be multi-tier architecture comprising collapsed Access/ distribution and core. 

¶ Network System infrastructure should be based on converged IP technology from the Core through 

to the Access layer. 

¶ Core Switches shall be in high availability mode.. 

¶ LAN system should provide at least 50% scalability with enough free slots in Core & Access switches. 

¶ For Securing the SDC, the Intrusion prevention systems shall carryout state-full inspection and 

multiple layers of Firewalls shall manage the access control.  

¶ In this secure infrastructure it has to be ensured that the security devices in the network such as 

Firewalls, IPS are in high-availability mode. 

¶ Pair of routers will be used for connecting the SDC to INTERNET world. 

¶ Pair of firewalls  will be used for INTERNET connectivity. 

¶ Outside zone or public zone of  INTERNET firewall will be connected to the INTERNET router. 

¶ Web servers would be placed in a separate DMZ of INTERNET firewall. 

¶ Third party servers would be placed in a separate DMZ of INTERNET firewall. 

¶ Inside zone or Military Zone (MZ) of  firewall get connected to core switch. 

¶ Second layer of INTRANET firewall  will be used behind the core switch as well. 

¶ Management servers would be placed in a separate DMZ of INTRANET firewall. 

¶ Test and Development servers would be placed in a separate DMZ of INTRANET firewall. 

¶ Application servers would be placed in a separate DMZ of INTRANET firewall. 

¶ Database servers would be placed in inside zone or MZ of INTRANET firewall. 
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¶ Intrusion prevention system should detect malicious traffic and further protect the SDC environment 

from INTRANET and INTERNET world. 

¶ Critical Components would be in high availability mode. 

¶ Bidder may propose alternative solutions (other than BOM proposed in RFP) inline with the 

ǎǘŀƴŘŀǊŘǎΣ ƎǳƛŘŜƭƛƴŜǎ ǇǊƻǾƛŘŜŘ ƛƴ ǘƘŜ wCt ŀƴŘ ǘƻ ƳŜŜǘ {5/ ƻōƧŜŎǘƛǾŜǎ ŀƴŘ {[!ΩǎΦ     

.     
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1.2 Annexure II ï Technical Specifications ï IT components 

1.2.1 Application IT component ï Application infrastructure 

The proposed Data Center will host various Infrastructures/e-Governace applications, for its various 

service offerings and it requires Hardware, Operating System, Storage and Network platform to host 

Infrastructure/e-Governance applications. Infrastructure/E-Governance Application to be deployed has a 

various workload requirements and IT offers varities of Technologies and Products to meet requirement.  

With the emphasis on effective utilization Data Center facility, power and workload requirement of 

various applications, it is proposed to have Blade System solution for Infrastructure workload application 

such as Web Server, Application Server, DNS, DHCP, Proxy, Anti-virus, Directory Service and EMS suite 

applications. Database Server  to be setup on Rack mount servers. 

. 

1.2.1.1 Application identified for Acceptance and Testing 

  
SUWIDHA application has been selected by the PSEGS for hosting & Final Acceptance Test at SDC.  

SUWIDHA application uses Windows Environment with SQL 2008 Database 

¶ Application migration is not the responsibility of the DCO. 

¶ Application enhancement is not the responsibility of the DCO. 

¶ DCO would only provide hardware and infrastructure and facilitate in migration of the application 

to the SDC 

 

¶ IT related details of SUWIDHA Application 

Operating System  :  Windows 2008 Server  

Development Tools  :  visual studio 2010,  SQL Server 

Database    : SQL Server 2008 

 

 

1.2.2 Technical Specifications ï Platform and Storage 

Following are different types of equipment configurations that shall be required for the State Data Center 

(SDC). Items and the configurations categorically mentioned below are the configurations required for 

the Implementation of SDC architecture.  

 

Any thing proposed by bidder over and above the minimum required specs are acceptable; however, 

anything that is below the minimum mentioned requirement even in a single specification may get the 
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bid disqualified.Therefore, the bidder has to ensure that minimum specifications are match at least with 

adequate no. licenses valid for the project period.The bidder has to include this as the part of the 

technical proposal with the make and model numbers.  

 

The solution elements given by the bidder should comply with the specifications of various devices 

mentioned below. Bidder shall have the responsibility to make the solution work and hence any 

additional components that might be required for the solution to work shall be provided by the bidder 

at their own cost and within the implementation schedule. Those components should be listed in 

separate table in technical bid and each of its specification should be mention with Make, Model with 

adequate number of licenses (valid for the project period) of OS, Database, others etc 

 

# : Bidder has to provide all the required latest System Software (OS, DBMS, Anti virus etc) including 

adequate number of licenses as per the hardware mentioned, updates, patches OEM support packs 

etc. valid for the project period to ensure that the system is properly updated. 

 

# : Licensing : DCO has to provide all adequate number of licenses (for SDC users, internet user etc.) of 

software to meet the solution which shall be valid for the project period. The DCO has to produce 

evidence/ licenses to Tendering Authority. 

 

# : All accessories (Soft, Hard, Cables (Power, Data, HBA etc.) etc.) required for any kind of 

components/ equipments to be installed in SDC shall be arranged by DCO at its own cost 

 

Note: Bidder should ensure that the proposed solution should support the virtualization and the 

Servers, Operating System should also support virtualisation. 
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1.2.2.1 Blade Chassis/ Enclosure 

S.No Description  Quantity 
 

Pg No. 
where the 
functionality/ 
specification 
mentioned 

Blade Chassis/Enclosure for blades (from same OEM Make & Model) As per 
Solution 

Requirement 

 

Sno. Component Desired Specifications Compliance/ 
Deviation 

 

1.  Make Offered Mention Make   

2.  Model Offered  Mention Model   

3.  Certification(s) 

Required 

OEM - ISO 9001 Manufacturer   

4.  Form Factor Mention chassis height in RU   

5.  Blade Chassis/Enclosue shall have a provision to accommodate a 

minimum of 8 Blade Server modules (all the blader slots should be 

ready for new blade to be inserted) 

  

6.  Blade enclosure should capable to accommodate Intel/ AMD/ 

Itanium processors. 

  

7.  Blade Chassis shall accommodate hot swappable  Interconnect 

Modules, Power supplies, Fans, Management Modules etc. 

  

8.  It shall include all accessories so that it can be mounted on an 

Industry Standard 36 U Rack. 

  

9.  It must have a optical dvd drive (latest speed) and atleast one 

USB port accessible to all blades 

  

10.  It shall have all required 100% redundant: 

¶ Power Supplies,  

¶ Network interface,  

¶ Fiber Channel interface,  

¶ management module (automatic failover) etc. 

  

11.  It shall be supplied with the PDUs to connect Power Cables to the 

Chassis powerinput terminals. 

  

12.  It shall be fully populated with fans for cooling with 100% 

redundancy built in for the entire enclosure & its components. 

  

13.  Management Module which provides a single point of control for 

intelligent management of the entire console. It should provide 

setup & Control of Enclosure, should report asset and inventory 
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Information for all the devices in the Enclosure. It should report 

Thermal & Power Information of per Server and it should provide 

IP KVM functionalities & Access for all the Server Blades from the 

Management Module. 

14.  Management Modules per Blade/ Chassis providing system 

management function and remote management 

  

15.  Service and management : Multiple administrators to remotely 

access and maintain multiple server blades simultaneously 

  

16.  Require two communication modules with support of load 

balancing and failover 

  

17.  Chassis should be populated with maximum power supplies for 

scalability purpose at the time of bidding. 

  

 

 

 

1.2.2.2 Application Web Server (Quantity ï 5) 

1.2.2.2.1 Hardware specification of x64 Architecture (Quantity ï 3) 

 

S.N DESCRIPTION QTY Deviation 

 Blade Server for Application Web Server   3  

Sr. No. Specifications Compliance Deviation 
(If any) 

(Yes/No)  

1.  
Make Offered Mention Make 

  

2.  
Model Offered  Mention Model 

  

3.  
Certification(s) 

Required 

OEM - ISO 9001 

Manufacturer 

  

 
 Certified on proposed 

OS(s) 

  

4.  
Std. Compliance(s) 

Req. 

UL, FCC & RoHS 
  

5.  
Server Form Factor Blade to be inserted 

into above blade 

enclosure 

   

 
6 

CPU:  1 x Quad Core x64 processor Scalable 

upto 2 * Quad core Processor. Processor 

speed should be of Min  2.00 GHz 
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7 
Memory: 32 GB Memory scalable up to 64 GB

  

   

 8 
Hard Disk Drive: 2x 146 GB or higher capacity 

disk of 10K or higher RPM hot plug SAS HDD 

   

 9 
Multi function Port: Minimum 4 x 1 Gigabit 

NIC ports per Blade Server 

   

 10 
Keyboard: Virtual KVM based remote control 

   

 
 11 

Hard Disk Controller: SAS based supporting 

RAID 0 , 1  

   

 12 
Management: OS independent hardware 

health status 

   

13 
Shall support 64 bit Linux/Windows Operating 

System platform 

   

 14 
Out of 3 servers, Bidder shall propose Two 

servers with MS Windows Enterprise Operating 

System in cluster (1+1) and one  server with 

Red Hat Linux /Unix OS.  

Proposed Operating System software & cluster 

software should be of latest version 

   

15 
Blade Chassis/Enclosure: (Section 1.2.1.2) 
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1.2.2.2.2 Hardware specification of RISC/EPIC Architecture (Quantity ï 2) 

 

S.N DESCRIPTION QTY Page 
Reference in 
product data 

sheet 

 Application Web Server  ï Rack 
Server 

(2 No:)  

S.No. Specifications Compliance Page 
Reference in 
product data 
sheet (If any) 

(Yes/No)  

 Hardware features    

 
I Hardware specification for Web Server 

& Application server of RISC/EPIC 

Architecture      ---  64-bit Server with 

latest generation of RISC/EPIC 

Processor with latest clock speed  & 

highest Cache available at the time of 

bidding  across quoted class of machine 

CPU ï  4 core scalable to 8 core. CPU 

speed 1.6 GHZ or more  

   
 
 

III 

32 GB RAM scalable up to 128 GB.  

   

IV 

Min 2 x 146 GB 10K RPM hot 

swappable  SAS HDD 

   

V 

The server should have the following 

connectivity option : 

2*4 Gbps Fibre Channel,  

4 * 1Gbps Ethernet Ports  

   

VII 

1 DVD Drive 

  

VIII 

Redundant, hot swappable, power & 

cooling units 
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IX 

Bidder shall propose 64 bit Enterprise 

latest version Operating System . Latest 

version of UNIX Operating System (64 

bit) with media and documentation for 

the system to be provided. 

The OS should be supplied with CPU 

based license. 

Moreover the Proposed Unix Operating 

system should be compatible with the 

RDBMS which shall be deployed on the 

proposed servers. 
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1.2.2.2.3 Software for Web Server  

S.No Description  Quantity 
License 

Pg No. where the 
functionality/ 
specification 
mentioned 

 Software Specification for Web Server    

1.  Operating 

System(s) / 

Softwares should 

be of latest version 

with license, req. 

media, docs for 

entire project 

period Etc 

a. MS Windows Enterprise Server OS 

with adequate no. of licenses as per 

the hardware mentioned above with 

updates, patches, OEM support 

pack etc. valid for project period 

2  

b. Linux Operating System with 

adequate no. of licenses as per the 

hardware mentioned above with 

updates, patches, OEM support 

pack etc. valid for project period 

1  

c. License for use of the server over 

Internet by citizen « Windows Server 

External Connector » due to some 

application designed for IIS 

1  

  d. 64 bit Enterprise latest version 

Operating System . Latest version of 

UNIX Operating System (64 bit) with 

media and documentation for the 

system to be provided. 

The OS should be supplied with 

CPU based license. with updates, 

patches, OEM support pack etc. 

valid for project period 

2  
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1.2.2.3 Application Server (Quantity - 5) 

 

1.2.2.3.1 Hardware specification of x64 Architecture (Quantity ï 3) 

S.N DESCRIPTION  QTY Deviatio
n 

 Blade Server for 
Application 

          3  

Sr. 
No. 

Specifications Desired Specification Complianc
e 

Deviatio
n (If any) 

(Yes/No)  

1.  
Make Offered Mention Make 

  

2.  
Model Offered  Mention Model 

  

3.  
Certification(s) 

Required 

OEM - ISO 9001 

Manufacturer 

  

 
 Certified  on proposed OS(s) 

  

 
Std. Compliance(s) 

Req. 

UL, FCC & RoHS 
  

4.  
Server Form Factor Blade to be inserted into 

above blade enclosure 

  

 
5 

CPU:  1 x Quad Core 

x64 processor 

scalable up to 2 * 

Quad Core Processor. 

Processor speed 

should be of Min  2.00 

GHz 

    

6 
Memory: 32 GB 

Memory scalable up to 

64 GB  

    

 7 
Hard Disk Drive: 2x 

146 GB 10K or higher 

RPM hot plug SAS 

HDD 

    

 8 
Multi function Port: 

Minimum 4 x 1 Gigabit 

NIC ports per Blade 

Server 

    

 9 
Remote 

Administration : 

Should have network 
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management port for 

remote administration  

 10 
Keyboard: Virtual 

KVM based remote 

control 

    

11 
Hard Disk Controller: 

SAS based supporting 

RAID 0 and 1 

    

 12 
Management: OS 

independent hardware 

health status 

    

13 
Shall support 64 bit 

Red Hat 

Linux/Windows/Unix 

Operating System 

platform 

    

 14 
Bidder shall propose 

Two servers with MS 

Windows Enterprise 

Operating System in 

cluster (1+1) and one 

server with Red Hat 

Linux/ Unix OS .  

Proposed Operating 

System software & 

cluster software 

should be of latest 

version. The cluster 

where ever being 

provided should be of 

the same OEM as the 

OS. 

    

15 
Blade 

Chassis/Enclosure: 

(Section 1.2.1.2) 
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1.2.2.3.2 Hardware specification of RISC/EPIC Architecture (Quantity ï 2) 

 

S.N DESCRIPTION QTY Page 
Reference in 
product data 

sheet 

     Application Server- Rack Server (2 No.)  

S.No. Specifications Compliance Page 
Reference in 
product data 

sheet (If 
any) 

(Yes/No)  

 Make Offered Mention Make   

 Model Offered  Mention Model   

 Certification(s) 
Required 

OEM - ISO 9001 
Manufacturer 

  

  Certified  on proposed 
OS(s) 

  

 Std. Compliance(s) 
Req. 

UL, FCC & RoHS   

  Server Form Factor Blade to be inserted 
into above blade 
enclosure 

   

 
I Hardware specification for Web Server & 

Application server of RISC/EPIC Architecture      ---  

64-bit Server with latest generation of RISC/EPIC 

Processor with latest clock speed  & highest 

Cache available at the time of bidding  across 

quoted class of machine 

CPU ï  4 core scalable to 8 core. CPU speed 

1.6GHZ or more 

   

 II  

The server /Operating System should support    

Cluster software & Volume manager software 

   

III 

32 GB  RAM and  scalable up to 128 GB  

    

 IV 

Min 2x146GB 10K RPM SAS HDD.  

   

 V 
4 x 1 Gigabit Ethernet Ports 

   

 VI 

Should have network management port for remote 
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administration.  

 VII 

2* 4 Gbps Fibre Channel dual ported 

   

VIII 

1 DVD Drive 

  

IX 

Redundant, hot swappable, power/cooling units 

  

X 

Bidder shall propose 64 bit Enterprise latest 

version Operating System. Latest version of UNIX 

Operating System (64 bit) with media and 

documentation for the system to be provided. 

The OS should be supplied with CPU based 

license. 

Moreover the Proposed Unix Operating system 

should be compatible with the middleware 

software and the RDBMS which shall be deployed 

on the proposed servers. 

The cluster where ever being provided should be 

of the same OEM as the OS. 

  

 
 

 
 

1.2.2.3.3 Software for Application Server (Blade) 

S.No Description  Quantity  
License 

Pg No. where the 
functionality/ 
specification 
mentioned 

 Software for Application Server   

1.  Operating 

System(s) 

(Software should 

be of latest version 

with license, req. 

media, docs for 

entire project 

period Etc) 

a. MS Windows Enterprise Server OS 

with adequate no. of licenses as per 

the hardware mentioned above with 

updates, patches, OEM support 

pack etc. valid for project period 

2  

b. Linux Operating System with 

adequate no. of licenses as per the 

hardware mentioned above with 

updates, patches, OEM support 

1  
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pack etc. valid for project period 

  64 bit Enterprise latest version 
Operating System. Latest version of 
UNIX Operating System (64 bit) with 
media and documentation for the 
system to be provided. 
The OS should be supplied with CPU 
based license. 
Moreover the Proposed Unix Operating 
system should be compatible with the 
middleware software and the RDBMS 
which shall be deployed on the 
proposed servers. 

2  

2.  Application 

Software 

a. Tomcat  

 

1 
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1.2.2.4 Database Server (Quantity ï 3) 

 

1.2.2.4.1 Hardware specification of x64 Architecture (Quantity ï 3) 

 

S.N DESCRIPTION QTY Deviation 

 Database Server (Rack Server)           3  

S.No. Specifications Complianc
e 

Deviation (If any) 

(Yes/No)  

1.  
Make Offered Mention Make 

  

2.  
Model Offered  Mention Model 

  

3.  
Certification(s) Required OEM - ISO 9001 Manufacturer 

  

 
 Certified on proposed OS(s) 

  

 
Std. Compliance(s) Req. UL, FCC & RoHS 

  

4.  
Server Form Factor 

Rack mountable. Please 
mention server height in U 

  

5.  
Performance Required 

CACHE to provide minimum 
performance of 600000 
TPMC/12000 SAPs 

  

6.  

2 * Quad Core x64 processor capable of delivering minimum 
600000 TPMS/ 12000 SAPs scalable upto 4*Quad Core x64 
processor capable of delivering minimum 1200000 TPMS/ 24000 
SAPs.  

Processor speed should be of Min  2.13 GHz 

   

7.  Processor should be latest series/ generation for the server model 
being quoted 

   

8.  
128 GB memory scalable up to 512 GB.  

   

9.  
Min 2 x 300 GB or higher SAS HDD hot plug drives 

   

10.  
RAID Controller support : RAID 0 & 1 

  

11.  
2 * 1Gbps (full duplex per port) Dual Ethernet port  

  

12.  
Should have network management port for remote administration  

   

13.  
Fiber Channel ports 2 x dual port 4Gbps 
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14.  SAN HBAs should be connected on separate slots for high 
throughput and redundancy requirement 

   

15.  System should support RAS features as CRC, Memory Mirroring 
and Detailed Log Collection. 

  

 

16.  
All cards should be on 64 bit PCI-X/PCI-e slots operating at 
minimum 133MHz. Independent PCI for better I/O. 

   

17.  

2 no. of Dual HBA card with minimum 4Gbps per port, along with 
the required cables for connectivity to Storage subsystem.  

HBA should support storage subsystems of leading manufactures 
like EMC, Hitachi, HP, IBM, SUN etc. 

SAN HBAs should be connected on separate slots for high 
throughput and redundancy requirement.  

   

18.  
HBA should support Microsoft and Linux / Unix Operating Systems  

   

19.  HBA load balancing / Multi-path software should be provided as 
part of solution 

   

20.  
1 DVD Drive with latest available speed 

  

21.  
Redundant, hot swappable, power & cooling units 

  

22.  Scaling of CPU and Memory to maximum capacity should be 
possible without adding Chassis/Enclosure/CPU Board Or Memory 
Board 
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1.2.2.4.2 Software for Database Server 

 

S.No Description  Quantity 
License  

 

Pg No. where 
the 

functionality/ 
specification 
mentioned 

 Software for Database Server    

1.  Operating System(s) / 

Softwares should be of 

latest version with 

license, req. media, 

docs for entire project 

period Etc 

a. 64 bit MS Windows Enterprise Server OS 

with adequate no. of processor based 

licenses as per the hardware mentioned 

above with updates, patches, OEM support 

pack etc. valid for project period.  

Proposed Operating System software & 

cluster software should be of latest version 

and of the same OEM as of OS 

2 

(1+1  

MS 

Cluster) 

 

b. 64 bit Linux/Unix Operating System with 

adequate no. of licenses as per the 

hardware mentioned above with updates, 

patches, OEM support pack etc. valid for 

project period 

1  

c. Enterprise MS-SQL DBMS along with 

adequate no. of licenses as per the 

hardware mentioned above with updates, 

patches, OEM support pack etc. valid for 

project period 

2  

d. 64 bit post-gress / my-sql open source 

database management software.  

Software proposed should be of latest 

version for Linux/Unix Platform 

1  

 

 

 



29         
 

 

1.2.2.5 Staging Server 

 

1.2.2.5.1 Hardware specification (Quantity ï 1) 

 

S.N DESCRIPTION QTY Deviatio
n 

 Staging Server ï Rack Server           1  

S.No. Specifications Complian
ce 

Deviatio
n (If 
any) 

(Yes/No)  

1.  Make Offered Mention Make   

2.  Model Offered  Mention Model   

3.  
Certification(s) Required OEM - ISO 9001 

Manufacturer 

  

  Certified on proposed OS(s)   

4. 
Std. Compliance(s) 

Req. 

UL, FCC & RoHS   

5. 
Server Form Factor Rack mountable, pl. 

mention server height in U  

   

6 
2 * Quad Core x64 processor. Processor speed 

should be of Min  2.13 GHz 

   

7 
Processor should be latest series/generation for the 

server model being quoted 

   

8 
Should have support for 64 bit Linux/Windows/unix OS 

platform 

   

9 64 GB memory scalable up to 256 GB  
   

10 Min 4x 146 GB 10K RPM or higher SAS HDD 
  

11 4 * 1 Gigabit  Ethernet Ports  
   

12 
Should have network management port for remote 

administration  

   

13 
All cards should be on 64 bit PCI-X/PCI-e slots 

operating at minimum 133MHz or higher 

   

14 1 DVD Drive 
   

15  HBA : 2 x dual port 4Gbps 
   

16 HBA should support storage subsystems of leading 
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manufactures like EMC, Hitachi, HP, IBM, SUN etc 

17 
HBA should support Microsoft and Linux/Unix 

Operating Systems  

   

18 Redundant, hot swappable, power/cooling units 
  

19 
System should have capability to support  virtualization 

software 

  

20 
RAID Controller: RAID controller to support various 

levels of RAID  

  

21 

Vendor shall propose one set of 64 bit Enterprise MS 

Windows OS & one set of 64 bit Enterprise Red Hat 

Linux/UNIX Operating system for proposed hardware. 

Proposed Operating System should be of latest 

version. 

The cluster where ever being provided should be of 

the same OEM as of the OS. 
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1.2.2.5.2 Software for Staging Server 

S.No Description  Quantity 
License 

 

Pg No. where 
the 

functionality/ 
specification 
mentioned 

 Software for Staging Server    

1.  Operating 

System(s) / 

Softwares should 

be of latest version 

with license, req. 

media, docs for 

entire project period 

Etc 

a. MS Windows Enterprise Server OS 

with adequate no. of licenses as per 

the hardware mentioned above with 

updates, patches, OEM support 

pack etc. valid for project period 

1  

b. Enterprise MS-SQL DBMS along 

with adequate no. of licenses as per 

the hardware mentioned above with 

updates, patches, OEM support 

pack etc. valid for project period 

1  

c. one set of 64 bit Enterprise Red Hat 

Linux/UNIX Operating system for 

proposed hardware. 

1  
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1.2.2.6 Storage and Backup Solution 

 

1.2.2.6.1 Storage Hardware specification (Quantity ï 1) 

S.N DESCRIPTION QTY Page 
Reference in 
product data 

sheet 

 Storage (1 No)  

S.No. Specifications Compliance Page 
Reference in 
product data 
sheet (If any) 

(Yes/No)  

1.  
Make Offered Mention Make 

  

2.  
Model Offered  Mention Model 

  

3.  
Certification(s) Required OEM - ISO 9001 

Manufacturer 

  

4.  
Rackmountable  

  

 
5 

RAID Controller: RAID controller should 

support various levels of RAID (RAID 0, RAID 

1, RAID 5/6, RAID 10 etc) 

   

6 
The storage subsystem proposed should 

have no single point of failure with respect to 

controller, cache, disks, power supply and 

cooling 

   

7 
It should support Non-disruptive component 

replacement of controllers, disk drives, cache, 

power supply, fan subsystem etc. 

   

8  

The Storage array or subsystem shall support 

SATA/ NL_SAS/FATA/SSD and FC/SAS disks 

etc 

   

9  The storage subsystem shall support 450/600 

GB  FC/SAS HDD @15K RPM and 500GB or 

Higher SATA/FATA  or NL-SAS disk drives. 

   

10 
Storage subsystem shall support Global hot 

spare or universal hot spare disks 

   

11 
 ñThe Storage subsystem shall be configured 

with minimum of  8GB  DRAM cache memory 

per controller total of 16GB.ò 
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12 
It shall support non disruptive online micro 

code upgrades  

   

 
13 

It shall support de-staging of cache to disks 

on power down or shall support internal 

battery backup of cache for at least 48 hours. 

The data in cache shall not be lost in the case 

of power failure. 

   

14 
System should be configured with necessary 

multi - pathing & load-balancing components 

for high availability 

   

15 
The design shall also provide support for LUN 

masking and SAN security. 

   

16 
The storage architecture shall have 1+1 

active ï active storage controllers and 

mirrored cache, with no single point of 

failures. 

   

17 
 ñEach storage controller shall support 

minimum 4 front-end FC ports and 4 backend 

FC/ SAS ports. Each FC  port shall support 

minimum 4Gbps rated bandwidthò.  

  

18 
The storage system shall support the latest 

OS releases & Cluster of the following 

mentioned servers / OS:- CISC/ RISC/ EPIC-

based Servers running Microsoft, HP, IBM, 

Sun, Linux  

  

19 
The storage shall support the following High 

Availability Clusters solution from HP, IBM, 

Symantec, EMC , SUN and Windows 

  

20 
The storage shall support and  configured 

with storage based Point-in-time copy and full 

volume copy. The storage shall also support 

thin provisioning & de-duplication.  

  

21 
The storage system shall be configured with 

GUI based management software as below: 

Monitor and manage the storage array 

Configuring PITôs 

Remote Storage base replication 

Storage front end port monitoring 

Disk Monitoring 
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22 
The Storage Array shall support storage 

based data replication in both synchronous 

and asynchronous modes. 

  

23 The storage should be configured with 40TB 

(raw capacity) using FC /SAS disk & should 

capable to scaling up to 100TB (raw capacity). 

The scalability should be with 25 TB with 

450/600GB GB FC / SAS disks @15K RPM & 

remaining 35TB with 500GB or higher capacity 

SATA/ FATA disks @15K RPM 

  

24 40TB RAW capacity should be configured with  

450GB or higher capacity FC /SAS disk @15K 

RPM. 

  

25 
Vendor should factor Storage Operating 

System disk and Global Hot Spare disks as 

an additional to the RAW capacity mentioned 

  

26 
Licenses for software (Storage Array 

Management, Point-in-Time Copy, Volume 

Copy, multipathing, thin provisioning & de-

duplication software for host) should be 

provided as part of the solution  

  

27 
Storage solution shall factor one hot spare 

disk for every 15 disk used in Storage 

Subsystem, unless required or other wise 

specified in the solution. 

  

28 
All specifications stated are minimum 

required. Proposed system may have 

features over and above the minimum 

specification stated. Bidder should ensure 

that the performance of storage is not 

negatively affected for the entire duration of 

the contract 
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1.2.2.6.2 Backup Solution 

 

Bidders should meet the below given backup window: 

 

Backup solution should be capable of taking data backup @25TB/ 10Hr. 

In addition to that Bidder has to take backup of all Serverôs of State Data Centre to local Data 

backup (Local disk backup) in to the same Tape library. Bidder may consider D2D2T backup 

solution to achieve above Backup window. 

The backup licenses should be asked for OS, DB and capacity based. The unit for discovery can 

be 10 for OS, 5 for DB and 25TB for capacity.   

Bidders are free to choose backup solution components to meet above backup window, which 

should also include backup server hardware and  backup software. Proposed backup solution 

should include Tape Library Latest Technology) and Disk Library to backup all the servers in the 

datacenter. The vendor shall factor license to ensure backup of the entire server in Data Center. 

Bidder should provide the required agents for RDBMS, Application & other component used in 

data center for backup.  Backup window will remain unchanged for the entire project period. 

  

Backup Media cost would be borne by the bidder. 

Bidder has to provide the backup media to achieve the above window and cost for the same 

would be borne by the bidder. 

 

DCO shall be responsible for the backup and scalability of the equipments procured by 

him i.e. SAN storage and servers. For collocated model where the user departments will 

be bringing their own hardware, it will be the user departmentsô responsibility to take 

backup and DCO will only facilitate the backup. 

Tape library should be configured with minimum 100 slots for storing one month Tape backup 

inside the Library. 

¶ Backup Tape Library configuration should be of latest technology and drive available in 

the market and should have enough slots to keep a weekôs data tapes inside the 

library. 

¶ Fire proof cabinet 

Required cartridges (pre-labeled barcodes) from the tape library OEM to be provided  

Backup window calculation to be done using native data capacity to be backed up. Failure of 

hardware extended backup window is an exceptional situation only. Backup Media cost would 

be borne by the bidder. 

Please mention the specifications of the solution (Tape Library and Disk Library to backup). 
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Disk library and Tape library should support  GUI for monitoring and management 

Note: Bidder should define the additional hardware features of the backup hardware that 

bidder is providing in the above table.  

Product shall be provided with all the required licenses, software as applicable to meet the the 

proposed solution. 

Indicative Diagram: 
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1.2.2.6.3 Backup Software 

The proposed back-up software shall support the following features: 

S. No. DESCRIPTION QTY 
 

Pg No. where 
the 

functionality/ 
specification 
mentioned 

Backup Software 01  

S. No. Specifications Compliance/ 
Deviation 

 

 

1.  

Shall provide centralized and scheduled 

backup/restore management capabilities for most of 

the Popular Operating Systems: UNIX (SUN Solaris, 

HP-UX and IBM AIX), Linux, Windows, Vmware etc. 

  

2.  The Backup Software shall support open tape format.    

3.     

4.  ñShall support Disk based Backup, so as to provide 

High Speed Backup on to Disk/VTL, and 

simultaneously stage it to the Tape Device. Backup 

software should have capability to backup application 

platform like Oracle, MS-SQL, DB2, Exchange, Lotus 

Notes, SAP R3, etc. runs on 

Windows/UNIX/Linux/Vmware OS platform.ò 

  

5.  The backup software should be able to create 

multiple copies of the backed up data simultaneously 

or after the primary backup. 

  

6.  Ability to support all the popular OS clusters (SUN, 

HP, IBM, Microsoft, Veritas and EMC, etc.), i.e. 

identify the nodes in the cluster as clustered nodes 

and backup the nodes as clustered nodes ensuring 

consistent data backup in case one of the nodes go 

down.  

  

7.  The backup software should support backup over 

SAN and LAN 

  

8.  Proposed the backup software should support policy 

based backup for full, Incremental and differential 
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backup. 

9.  Backup software must have an integrated RDBMS as 

the catalog database and must not use any flat flie to 

stored the backup data.  

  

10.  Backup software shall support free pool concepts so 

that media can be picked from the free pool in case 

of non-availability of media in the designated pools. 

  

11.  Backup Software shall support open file backup.   

12.  Backup software shall support High Availability 

configuration 

  

13.  In case of Multi drive backup, backup software shall 

offer the functionality to by pass the failed drive. 

  

14.  Backup solution shall support online reporting   

15.  Backup solution should be able to send messages 

via email and SMS 

  

16.  Backup software should support Bare Metal 

Hardware Recovery 

  

17.  Backup software should support large catalogue size   

18.  Backup solution shall support online reporting   

19.  Licenses for agents to be installed on relavant 

servers to be provided by DCO. Therefore, DCO 

must ensure that adequate no of such license which 

must be taken in consideration in technical and 

commercial bid. 

  

20.  ñThe   proposed solution should integrate with third 

party VTL which has global data deduplication 

capabilities.ò 
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1.2.2.6.4 Backup Server Hardware 

S.No Description Quantity 
 

Pg No. where 
the 

functionality/ 
specification 
mentioned 

Backup Server hardware (rackmountable) 1  

Sno. Component Desired Specifications Compliance/ 
Deviation 

 

1.  Make Offered Mention Make   

2.  Model Offered  Mention Model   

3.  Certification(s) 

Required 

OEM - ISO 9001 Manufacturer   

Certified on proposed OS(s)   

Std. Compliance(s) 

Req. 

UL, FCC & RoHS   

4.  Server Form Factor Rack mountable (not a chassis based 

server), pl. mention server height in U  

  

5.  No. of CPU 2 X Quad Core   

 Speed (Mention 

anyone) 

Min. 2.3 GHz (Intel Xeon Or AMD 

Opteron)  

  

 Cache Memory Min. 2 MB L2 Cache   

6.  Chipset Latest Server Chipset   

7.  RAM (Min/Scalable) 16 GB scalable to 64 GB   

Type of RAM DDR3/SDRAM/FB-DIMM with ECC   

8.  Hard Disk Drive(s) 4 x 146 GB    

Type of HDD Hot plug @ 10K SFF SAS   

HDD Controller Dual Channel H/W RAID Level 0,1,5   

Cache Memory  Min. 128 MB   

9.  Network Port Min. 4 X 1Gbps   

10.  Network Mgmt port Required   

11.  Optical Drive 1 x DVD Drive (latest speed)   

12.  Power 

Supply/Cooling Fans 

Hot swappable - Redundant PS / 

Cooling units 

  

13.  Slot on board At least 2 x PCIX/PCI-e free slots.   

14.  Virtualization Support industry standard 

virtualization solution 

  

15.  Management a. OS independent hardware health   
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status 

b. Standards based OEM remote 

server management suite/sw 

 Keyboard & Mouse Virtual KVM based remote control   

16.  Connectivity to SAN 

(indicative, however 

should change the 

quantity of FC ports) 

a. Fiber Channel 2 x dual port 4Gbps   

b. SAN HBAs should be connected 

on separate slots for high 

throughput and redundancy 

requirement 

  

c. HBA should support storage 

subsystems and severs of leading 

manufactures like EMC, Hitachi, 

HP, IBM, SUN etc 

  

d. HBA load balancing / Multi-path 

software should be provided as 

part of solution 

  

e. HBA card should support the the 

above mentioned hardware 

  

17.  Other component The bidder has to consider and 

account for all other components, if 

any which are required to provide the 

solution (mention the list of such 

components) 

  

18.  Any other feature 

which the bidder 

wish to mention here 

Please mention here:1.   

2.   

3.   

 
Note: Bidder has to ensure Backup window as 25TB/10hrs, hence he can suggest better hardware, software to 

meet the requirement. (Above is indicative) 
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1.2.2.6.5 OS Software for Backup Server  

S.No Description Qty  
License 

Pg No. 
where the 
functionali

ty/ 
specificati

on 
mentioned 

 OS Software for Backup Server    

1.  Operating System(s) 

(Software should be of 

latest version with license, 

req. media, docs for entire 

project period Etc) 

Bidder has to choose appropriate 

Enterprise OS with adequate no. of 

licenses based on processor / core 

as per the hardware mentioned 

above with updates, patches, OEM 

support pack etc. valid for a project 

period. 

1  
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1.2.2.6.6 SAN Switch (Quantity ï 2) 

S.No DESCRIPTION QTY Pg No. 
where the 
functionali

ty/ 
specificati

on 
mentioned 

Hardware Features for SAN Switch 1 + 1  

S.No Desired Specifications Complian
ce/ 

Deviation 

 

1.  Make Offered Mention Make   

2.  Model Offered  Mention Model   

3.  Certification(s) Required OEM - ISO 9001 Manufacturer   

4.  The SAN Switch solution should be highly available with 

no single point of failure.  

All the patch cords, cables and connectivity channels 

should be provided by bidder as part of the solution. It is 

advised the patch cords to be provided of same make.  

   

5.   Switch should support non disruptive Micro 

code/Firmware upgrade 

   

6.  Bidder should provision for a highly available fiber 

channel switch architecture with no single point of failure 

   

7.  Switch shall support minimum 48 ports expandable to 64 

ports X 4Gbps (with port activation licenses).  

However bidder has to ensure sufficient number of ports 

of 4Gbps looking to the solution as of now including 

backup solution and 40% future expandability. (The 

bidder has to provide such adequate number of ports on 

SAN switch to meet the solution requirements) 

  

8.  The switch shall support Port zoning and LUN zoning, 

GUI management software 

   

9.  The SAN switch should have capability to interface with 

HBA of different makes and model from multiple OEM, 

supporting multiple Operating Systems, including, but not 

limited to HP-UX, IBM AIX, Linux, MS-Window, Sun 

Solaris etc. The SAN switch should support all leading 
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SAN disk array and tape libraries including, but not 

limited to, EMC, Hitachi, HP, IBM, Sun, NetApp etc. 

10.  Product shall be provided with all the required licenses, 

software, required accessories, cable etc. as applicable 

to meet all the above mentioned specification and hence 

the proposed solution. 

  

11.  HBA Cables shall be provided by the Bidder to meet the 

solution requirement 

  

12.  Any other feature which 

the bidder wish to mention 

here 

Please mention here: 1.   

2.   

3.   
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1.2.2.7 Directory Services 

 
This active directory deployment shall be the source of defining centralized authentication 

mechanism for the users. This user directory shall enable easy manageability that is creation, 

modification and deletion of user records. This is being used for identification, authentication, 

authorization and implementing the identity security policies required. This shall help in 

deploying required group policies & software restriction policies for efficient administration & 

management by associating policies around security, management etc. 

Many setups have multiple directory services that they must manage, such as one for sending 

e-mail, one for managing user accounts etc. The complexity of administering and using 

multiple accounts has a negative effect on the productivity of everyone involved. It is planned 

that, the addition IT infrastructure services being provisioned as part of the common state 

infrastructure like Proxy etc. shall use this active directory for the centralized authentication 

requirement. This directory will be designed for fulfilling requirements of SDC.The bidder shall 

carry out the following Directory server deployment tasks: 

¶ Create the Directory Server Design including deployment architecture  

¶ Create Directory naming convention for users and computers  

¶ Implement the Directory Servers as per the design and deployment plan  

¶ Implement organizational unit structure  

¶ Create user accounts  

¶ Configure and test sample identity Security policies  

¶ Documentation of Directory implementation process including design documentss 

 

1.2.2.7.1 Directory Service ï Software 

S. No. DESCRIPTION QTY Pg No. where 
the 

functionality/ 
specification 
mentioned 

Directory service Software Specifications 1 + 1  

S.No. Desired Specifications 
 

Compliance/ 
Deviation 

 

1.  Directory Services should be integrated LDAP 

compliant directory services to store information 

about users, computers, and network resources, 

file shares, printers and making the resources 

accessible to users and applications 

  

2.  Support for integrated LDAP compliant directory   



45         
 

services to record information for users, and 

system resources 

3.  Should support integrated authentication 

mechanism across operating system, messaging 

services 

  

4.  Should support directory services for ease of 

management and administration/replication 

  

5.  Should support security features, such as 

Kerberos public key infrastructure (PKI), etc 

  

6.  Should provide support for X.500 naming 

standards 

  

7.  Should support Kerberos for logon and 

authentication 

  

8.  Should support that user account creation/deletion 

rights within a group or groups can be delegated 

to any nominated user 

  

9.  Product shall be provided with all the required 

licenses, software as applicable to meet all the 

above mentioned specification and hence the 

proposed solution. 

  

10.  Client licenses if required would be 50  in number   

 

 

 

1.2.2.7.2 DNS, DHCP - Software specifications : 

S.No. DESCRIPTION QTY Pg No. where 
the 

functionality/ 
specification 
mentioned 

 DNS, DHCP  Software 1 + 1  

S.No. Specifications Compliance/ 
Deviation 

 

 

  Software features   

1.  Support integration with other network services 

like DHCP, directory, etc. 

  

2.  Should support DNS forwarders e.g. forwarding 

based on a DNS Domain name in the query. 
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3.  Should allow clients to dynamically update 

resource records secure and non-secure 

  

4.  Should Support incremental zone transfer 

between servers 

  

5.  Should provide security features like access 

control list 

  

6.  Should support several new resource record (RR) 

types like service location (SRV), etc. 

  

7.  Should support Round robin on all resource 

record (RR) types 

  

8.  Support integration with other network services 

like DHCP, directory, etc. 

  

9.  Product shall be provided with all the required 

licenses, software as applicable to meet all the 

above mentioned specification and hence the 

proposed solution. 
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1.2.2.7.3 Directory Service, DNS, DHCP ï Hardware (Blade) 

S.No. DESCRIPTION QTY Pg No. where 
the 

functionality/ 
specification 
mentioned 

Directory Service, DNS, DHCP- Hardware (Blade) 1 + 1  

S.no. Component Desired Specifications Compliance
/ 

Deviation 

 

1.  Make Offered Mention Make   

2.  Model Offered  Mention Model   

3.  Certification(s) 

Required 

OEM - ISO 9001 Manufacturer   

Certified on proposed OS(s)   

Std. 

Compliance(s) 

Req. 

UL, FCC & RoHS   

4.  Server Form 

Factor 

Blade to be inserted into above blade 

enclosure 

  

5.  No. of CPU 2 X Quad Core   

 Speed (Mention 

anyone) 

Min. 2.3 GHz (Intel Xeon Or AMD 

Opteron)  

  

 Cache Memory Min. 2 MB L2 Cache   

6.  Chipset Latest Server Chipset   

7.  RAM 

(Min/Scalable) 

16 GB scalable to 64 GB   

Type of RAM DDR3/SDRAM/FB-DIMM with ECC   

8.  Hard Disk Drive(s) 2 x 146 GB    

Type of HDD @ 10K SFF SAS   

HDD Controller Dual Channel H/W RAID Level 0,1   

9.  Network Port Min. 2 X 1 Gigabit NIC ports per blade 

server 

  

10.  Network Mgmt port Required   

11.  Power  Remote Power Management   

12.  Slot on board At least 2 x PCIX/PCI-e free slots.   

13.  Virtualization Support industry standard virtualization 

solution 

  



48         
 

14.  Management a. OS independent hardware health 

status 

b. Standards based OEM remote server 

management suite/sw 

  

 Keyboard & 

Mouse 

Virtual KVM based remote control   

15.  Enclosure To fit in Blade Chasis/ Enclosure as 

specified (Section 1.2.1.2) 

  

16.  HBA Port Blade should be provided with 4 Gbps 

HBA port 

  

17.  Any other feature 

which the bidder 

wish to mention 

here 

Please mention here: 1.   

2.   

3.   

 

 

Note: Bidder should define the hardware features of the directory services hardware that bidder is providing.  

Product shall be provided with all the required licenses, software as applicable to meet the the proposed 

solution. 
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1.2.2.7.4 Operating System Software for Directory Service, DNS and DHCP  

S.No Description Quantity  
License 

Pg No. where 
the 

functionality/ 
specification 
mentioned 

Software for Directory Service OS    

1.  Operating 

System(s) 

(Software should be 

of latest version 

with license, req. 

media, docs for 

entire project period 

Etc) 

Bidder has to choose appropriate 

Enterprise OS with adequate no. of licenses 

as per the hardware mentioned above with 

updates, patches, OEM support pack etc. 

valid for a project period. (Mention OS) 

2  
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1.2.2.8 Anti-Virus Solution (with 50 user licenses) 

 

1.2.2.8.1 Antivirus Software specifications  

 

S.No. DESCRIPTION QTY Pg No. where 
the 

functionality/ 
specification 
mentioned 

Anti-Virus Solution - Software Specifications 1  

S.No. Desired Specifications Compliance / 
Deviation 

 

  Software features   

1.  Should restrict e-mail bound Virus attacks in the real time 

without compromising the performance of the system 

  

2.  Should be capable of providing multiple layer of defense   

3.  Should have installation support on gateway / Mailing 

server. 

  

4.  Should be capable of detecting and cleaning virus 

infected attachments as well 

  

5.  Should support scanning for ZIP, RAR compressed files, 

and TAR archive files 

  

6.  Should support online update, where by most product 

upgrades and patches can be performed without bringing 

messaging server off-line. 

  

7.  Should use multiple scan engines during the scanning 

process 

  

8.  Should support in-memory scanning as to minimum disk 

I/O 

  

9.  Should support Multi-threaded scanning   

10.  Should support scanning of a single mailbox or a one off 

scan. 

  

11.  Should support scanning by file type for attachments   

12.  Should support scanning of nested compressed files   

13.  Should be capable of specifying the logic with which scan 

engines are applied; such as the most recently updated 

scan engine should scan all emails etc 

  

14.  Should support heuristic scanning to allow rule-based   
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detection of unknown viruses 

15.  Updates to the scan engines should be automated and 

should not require manual intervention 

  

16.  Updates should not cause queuing or rejection of email   

17.  Updates should be capable of being rolled back in case 

required 

  

18.  Should support content filtering based on sender or 

domain filtering 

  

19.  Should provide content filtering for message body and 

subject line, blocking messages that contain keywords for 

inappropriate content 

  

20.  File filtering should be supported by the proposed 

solution; file filtering should be based on true file type. 

  

21.  Common solution for anti-spy ware and anti-virus 

infections; and anti-virus and anti-spy ware solution 

should have a common web based management console. 

  

22.  Should support various types of reporting formats such as 

CSV, HTML and text files 

  

23.  Should be capable of being managed by a central 

management station 

  

24.  Should support client lockdown feature for preventing 

desktop users from changing real-time settings 

  

25.  Should support insertion of disclaimers to message 

bodies 

  

26.  Product shall be provided with all the required licenses, 

software as applicable to meet all the above mentioned 

specification and hence the proposed solution. 

  

27.  The bidder has to account for the following client antivirus 

software : 

1. for all servers being installed in the SDC 

2. for all other computing devices such as desktops, 

laptops etc. 

  

28.  The bidder would ensure client antivirus subscriotion valid 

for the period of project, therefore, no. of client antivirus 

software/solution, there subscription should work for the 

project period with out any expiration of services. 
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29.  The antivirus solution should be avilable on cross platform 

i.e. Windows, RHEL etc. available in the SDC 

  

30.  Anti virus software should be provided with 50  user 

licenses. 
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1.2.2.8.2 Anti-Virus Solution ï Hardware  

S.No Description  Qty Pg No. where 
the functionality/ 

specification 
mentioned 

Anti-Virus Solution ï Hardware ï Blade Server 1  

S.No. Component Desired Specifications Compliance/ 
Deviation 

 

1.  Make Offered Mention Make   

2.  Model Offered  Mention Model   

3.  Certification(s) 

Required 

OEM - ISO 9001 Manufacturer   

Certified on proposed OS(s)   

Std. Compliance(s)  UL, FCC & RoHS   

4.  Server Form Factor Rack mountable (not a chassis 

based server), pl. mention 

server height in U  

  

5.  No. of CPU 2 X Quad Core   

 Speed (Mention 

anyone) 

Min. 2.3 GHz (Intel Xeon Or 

AMD Opteron)  

  

 Cache Memory Min. 2 MB L2 Cache   

6.  Chipset Latest Server Chipset   

7.  RAM (Min/Scalable) 16 GB scalable to 64 GB   

 Type of RAM DDR3/SDRAM/FB-DIMM with 

ECC 

  

8.  Hard Disk Drive(s) 4 x 146 GB scalable up to min. 

6 such HDD 

  

 Type of HDD Hot plug @ 10K SFF SAS   

 HDD Controller Dual Channel H/W RAID Level 

0,1 

  

9.  Network Port Min. 2 X 1Gbps   

10.  Network Mgmt port Required   

11.  Optical Drive 1 x DVD Drive(latest speed)   

12.  Power Supply/Cooling 

Fans 

Hot swappable - Redundant PS 

/ Cooling units 

  

13.  Slot on board At least 2 x PCIX/PCIE free 

slots 

  

14.  Virtualization Support industry standard   
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virtualization solution 

15.  Management a. OS independent hardware 

health status 

b. Standards based OEM 

remote server management 

suite/sw 

  

 Keyboard & Mouse Virtual KVM based remote 

control 

  

16.  Blade Chassis/Enclosure: (Section 1.2.1.2)   

17.  Operating System(s) 

(Software should be of 

latest version with 

license, req. media, 

docs for entire project 

period Etc) 

Bidder has to choose 

appropriate Enterprise OS with 

adequate no. of licenses as per 

the hardware mentioned above 

with updates, patches, OEM 

support pack etc. valid for a 

project period. (Mention OS) 

  

18.  Any other feature which 

the bidder wish to 

mention here 

Please mention here: 1.   

2.   

3.   

 

 

Note: The above hardware for Anit-Virus Solution is indicative. However bidder has to provide appropriate 

hardware as per the solution proposed. 

 

For all the hosting models, the SDC will be responsible for providing free of cost Power, 

Cooling and Space. Monitoring through EMS and Anti Virus support will be free for the entire 

DC space and also the responsibility of the DCO through the initially procured licenses. 

Additional licenses if required would be provided by the State/Line Department but EMS 

monitoring and Antivirus support would be free.  
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1.2.2.8.3 OS Software Licenses for Antivirus Servers 

S.No Description Quantity  
License 

Pg No. where the 
functionality/ 
specification 
mentioned 

OS Software for AntivirusServer   

1.  Operating System(s) 

(Software should be 

of latest version with 

license, req. media, 

docs for entire project 

period Etc) 

Bidder has to choose appropriate 

Enterprise OS with adequate no. of 

licenses as per the hardware mentioned 

above with updates, patches, OEM 

support pack etc. valid for a project 

period. (Mention OS) 

1  
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1.2.2.9 Management Solution 

 

1.2.2.9.1 Management Solution - Software Specification 

S.No DESCRIPTION QTY  Pg No. where 
the 

functionality/ 
specification 
mentioned 

Management Server ï Software 1  

S.No. Desired Specifications Compliance/  
Deviation  

 

 Features   

1.  Bidder should propose the software for the security 

and network management solution for the state 

Datacenter which should be integrated with the EMS 

solution. 

  

2.  Product shall be provided with all the required 

licenses, software as applicable to meet all the above 

mentioned specification and hence the proposed 

solution. 

  

 

 

 

 

 

 

1.2.2.9.2 Management Servers ï Hardware 

S.No. DESCRIPTION QTY Pg No. where 
the 

functionality/ 
specification 
mentioned 

Management Server 1  

S.No. Component Desired Specifications Compliance/ 
Deviation 

 

1.  Make Offered Mention Make   

2.  Model Offered  Mention Model   

3.  Certification(s) Req. OEM - ISO 9001 Manufacturer   

Certified on proposed OS(s)   

Std. Compliance(s)  UL, FCC & RoHS   

4.  Server Form Factor Rack mountable(not a chassis based 

server),, pl. mention server height in U  
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5.  No. of CPU 2 X Quad Core   

 Speed (Mention 

anyone) 

Min. 2.3 GHz (Intel Xeon Or AMD 

Opteron)  

  

 Cache Memory Min. 2 MB L2 Cache   

6.  Chipset Latest Server Chipset   

7.  RAM (Min/Scalable) 16 GB scalable to 64 GB   

 Type of RAM DDR3/SDRAM/FB-DIMM with ECC   

8.  Hard Disk Drive(s) 2 x 146 GB scalable to 6 HDD   

 Type of HDD Hot plug @ 10K SFF SAS   

 HDD Controller Dual Channel H/W RAID Level 0,1   

9.  Network Port Min. 4X1Gbps   

10.  Network Mgmt port Required   

11.  Optical Drive 1 x DVD Drive(latest speed)   

12.  Power 

Supply/Cooling Fans 

Hot swappable - Redundant PS / Cooling 

units 

  

13.  Slot on board At least 2 x PCIX/PCIEfree slots   

14.  Virtualization Support industry standard virtualization 

solution 

  

15.  Management a. OS independent hardware health 

status 

b. Standards based OEM remote server 

management suite/sw 

  

16.  Management OS independent hardware health status   

 Keyboard & Mouse Virtual KVM based remote control   

17.  Other Product shall be provided with all the 

required licenses, software as applicable 

to meet the the proposed solution. 

  

18.  Any other feature 

which the bidder 

wish to mention here 

Please mention here: 1.   

2.   

3.   

 

Note:  

¶ Apart from the above feature please define all the hardware features of the Management server that 

bidder is providing.  

¶ Product shall be provided with all the required licenses, software as applicable to meet the the 

proposed solution. 
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¶ Bidder has to ensure the requirement of solution proposed, hence bidder can suggest better 

hardware, software to meet the requirement. (Above is indicative) 

1.2.2.9.3 Software Licenses for Management Servers 

S.No Description Quantity  
License 

Pg No. where the 
functionality/ 
specification 
mentioned 

Software for Management Server   

1.  Operating System(s) 

(Software should be 

of latest version with 

license, req. media, 

docs for entire project 

period Etc) 

Bidder has to choose appropriate 

Enterprise OS with adequate no. of 

licenses as per the hardware mentioned 

above with updates, patches, OEM 

support pack etc. valid for a project 

period. (Mention OS) 

1  
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1.2.2.10 IP KVM  

S. No. DESCRIPTION QTY Pg No. where 
the 

functionality/ 
specification 
mentioned 

IP KVM 5  

S.No. Desired Specifications Compliance/ 
Deviation 

 

                              Hardware features   

1.  Form Factor - It should be rack-mountable   

2.  Supported servers ï Min. 256 in a two-level cascade   

3.  Minimum Ports :  

 16 x 10/100 Mbps-RJ45  server ports 

1 x 15 Pin SVGA/XGA 

1 x PS/2 or USB 2.0 Mouse 

1 x PS/2 or USB 2.0 Keyboard 

  

4.  It should support min. 1 LAN (Local), min. 3 

WAN(Remote) access 

  

5.  It should support min. 4 number of simultaneous 

users 

  

6.  The KVM switch should be SNMP Trap Support 

enabled. It should be operable from remote 

locations.ò 

  

7.  It should have 15 inch TFT monitor and a movable 

front panel 

  

8.  It should support multiple operating system   

9.  It should have serial device switching capabilities   

10.  It should have dual power with fail over and built-in 

surge protection 

  

11.  It should support multi-user access and collaboration   

12.  It should have support for blade server and rack 

mounted server of different brands/OEM 

  

13.  It should include required software (server / client), 

cables, and other accessories 

  

14.  It should support password protection for restricted 

access 

  

15.  Any other feature which The Please mention   
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bidder wish to Mention here here: 1. 

2.   

3.   

 

 

Adequate number of desktops,laptops, multifunction device which  are required to make the 

solution work would have to be included by the bidder. 
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1.2.3 Technical Specifications ï IT Network Components 

 

Following are different types of equipment configurations that shall be required for the State Data 

Center (SDC).  

Items and the configurations categorically mentioned below are the configurations required for the 

Implementation of SDC network and security architecture. Any thing proposed by vendor over and 

above the minimum required specs are acceptable; however, anything that is below the minimum 

mentioned requirement even in a single specification may get the product disqualified. 

The vendor has to include this as the part of the technical proposal with the make and model 

numbers. The requirement of various components may be in phases. 

The solution elements given by the bidder should comply with the specifications of various devices 

mentioned below. Bidder shall have the responsibility to make to solution work and hence any 

additional component might be required for the solution to work shall be provided by the bidder at 

their own cost and within the implementation schedule. Also, the migration of IPv4 to IPv6 if required 

by the state in future shall be done by the bidder at additional cost which shall be out of scope of this 

RFP. 

As per recommended and best practices, the components shall preferably be appliance based 

(wherever applicable) and the intranet and internet firewalls shall be from different OEMs. 

Provisioning of the internet bandwidth is the responsibility of the State government. DCO will only 

liaison with the ISPs..  

The bandwidth details are as under:   

 Denomination   = 2x10 Mbps Internet bandwidth 

 Ratio    = 1:1 

 End point type   = SDC, RJ45 

 

The DCO get the payment shall be made as per actual upon submission of periodical bills. 

 

Manuals for configuring of switches, routers, firewall, IPS etc shall be provided by the selected 

bidder. 
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1.2.3.1 LAN Switch ï Core 

Hardware Specification (Quantity - 2) 

 

The suggested core switch should have features as under: 

S.No Description Quantity  

1.   LAN Switch ï Core 1+1  

S.No. Specifications Compliance 

Yes/No 

Page 

Reference in 

product data 

sheet 

 Hardware Features   

1 .   ¶  High back plane speed (700 Gbps or more)  

1.1 19ôô rack mountable 

1.2 Active switching bandwidth should be 700 

Gbps or more with offered modules. 

1.3  The forwarding rate should be 300 Mpps for 

IPv6 

1.4 Should have at least 48 x 10/100/1000 

BaseT auto sensing ports with Line rate 

forwarding performance 

1.5 Min 1 x 48 SFP Gig Fiber ports  with fiber 

modules (SX) 

1.6 The switch should have minimum of 9 slots. 

1.7 Should be a single chassis 

1.8 Optional 10 g interface support. 

1.9 Multicast support (PIM SM & DM and IGMP 

Snooping) 

1.10 Wire speed performance on each offered 

interfaces. 

1.11 The switch should provide IPV4 and IPV6 

without any performance degradation 

  

2 .   ¶ Should have redundancy at various levels: 

2.1 Should have redundant Power Supply, 

preferably single power supply should be 

sufficient to provide fully loaded chassis. 

2.2 Should support redundant Switching engine.  
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With failure of one switching engine, there 

should be no performance degradation. 

In the event of failure of one switching 

engine, forwarding should not stop & failover 

from one engine to other should be state full. 

3 .   ¶ Layer 2 Features 

4.1 Layer 2 switch ports and VLAN trunks 

4.2 IEEE 802.1Q VLAN encapsulation 

4.3 Support for at least 4000 VLANs. 

4.4 802.1s 

4.5 802.1w 

4.6 Port trunking capability. 

4.7 Port mirroring capability 

4.8 Support for 50,000 or more MAC addresses 

  

4 .   ¶ Layer 3 features 

5.1 VRRP/HSRP 

5.2 Static IP routing 

5.3 IP routing protocols 

5.4 Open Shortest Path First 

5.5 Routing Information Protocol 

5.6 IP Version 6 support. 

5.7 Should support DHCP 

  

5.   ¶ Standards 

6.1 Ethernet : IEEE 802.3, 10BASE-T 

6.2 Fast Ethernet : IEEE 802.3u, 100BASE-TX 

6.3 Gigabit Ethernet: IEEE 802.3z, 802.3ab 

6.4 IEEE 802.1D Spanning-Tree Protocol 

6.5 IEEE 802.1w rapid reconfiguration of 

spanning tree 

6.6 IEEE 802.1s multiple VLAN instances of 

spanning tree 

6.7 IEEE 802.1p class-of-service (CoS) 

prioritization 

6.8 IEEE 802.1Q VLAN encapsulation 

6.9 IEEE 802.3af 

6.10 IEEE 802.3ad 
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6.11 IEEE 802.1x user authentication 

6.12 1000BASE-X (small form-factor pluggable) 

6.13 1000BASE-X (GBIC) (Support for SX,LX,ZX) 

6.   ¶ High Availability 

7.1 Shall support Redundant Power supply 

7.2 Shall support On-line insertion and removal 

for cards, Power Supply and Fan tray. 

7.3 Shall support multiple storage of multiple 

images and configurations. 

  

7 .   ¶ QOS support 

¶ Rate limiting based on source/destination 

IP /MAC, L4 TCP/UDP 

  

8.   ¶ Security Features 

9.1 AAA  support using RADIUS and/ or 

TACACS. 

9.2 Unicast MAC filtering 

9.3 IP Access list support. 

9.4 Multiple privilege level authentication for 

console and telnet access. 

9.5 Shall support per port broadcast, multicast 

and unicast storm control. 

  

9 .   ¶ Management 

10.1 Shall have support for Web based 

management, CLI, Telnet and SNMPv1, 

2c,v3 

10.2 Shall support SSH 

10.3 Should support multiple levels of 

administration roles to manage and monitor 

the device. 

10.4 Should support Network Time Protocol. 

10.5 Should be able to send and receive Syslog 

and SNMP traps from devices. 

  

10.   ñMin 16 Nos of 10 Gig portsò.   

11.   ñThe Switch should be EAL certifiedò   
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1.2.3.2 LAN Switch ï Access 

Hardware Specification (Quantity - 6) 

S.No. Description Quantity  

1.  LAN Switch ï Access 6  

S.No. Specifications Compliance 

Yes/No 

Page 

Reference in 

product data 

sheet 

 Hardware Features   

1 .   ¶ Switch Architecture 

1.1 19ôô rack mountable 

1.2 24 X 10/100/1000 port switch and 2 X 10 

Gig ports  

1.3 Port mirroring capability. 

1.4 Multicast support (PIM, IGMP snooping,  

SM and DM) 

  

2 .   ¶ Switch Throughput 

2.1  88 Gbps or more forwarding bandwidth.  

  

3 .   ¶ Protocol  and standards support 

3.1 IPv6 support from day 1 

3.2 Ethernet : IEEE 802.3, 10BASE-T 

3.3 Fast Ethernet : IEEE 802.3u, 100BASE-TX 

3.4 Gigabit Ethernet: IEEE 802.3z, 802.3ab 

3.5 IEEE 802.1D Spanning-Tree Protocol 

3.6 IEEE 802.1w rapid reconfiguration of 

spanning tree 

3.7 IEEE 802.1s multiple VLAN instances of 

spanning tree 

3.8 IEEE 802.1Q VLAN encapsulation 

3.9 IEEE 802.3ad 

3.10 IEEE 802.1x user authentication 

  

4 .   ¶ QoS support     

5 .   ¶ Manageability   
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5.1 Built in Web based management support 

5.2 Built in Console port 

5.3 SNMP 

5.4 Should support auto-sensing and auto-

negotiation on each non-GBIC ports. 

5.5 Network Timing Protocol (NTP).  

6 .   ¶ Security Features supported 

6.1 TACACS+ and RADIUS support. 

6.2 MAC-based port-level security prevents 

unauthorized stations from accessing the 

switch. 

6.3 Private Vlan or equivalent feature 

  

7 .   ¶ Switch Architecture: 1.5 ñSwitch should 

support stackingò,    1.6 ñSwitch should have  

internal redundant power supplyò 

¶ Protocol and Standard Support: ñStatic 

routing, RIP, OSPF, RIPng, OSPFv3.ò 

ñThe Switch should be EAL certifiedò. 
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1.2.3.3 INTERNET Router 

 

Hardware Specification (Quantity - 2) 

S.No Description Quantity  

1.   Internet Router 1+1  

S.No Specification Compliance 

Yes/ No 

Page 

Reference in 

product 

data sheet 

 Hardware Features   

1 .   ¶ Router Architecture  

1.1 19ôô rack Mountable 

1.2 Modular chasis. 

  

2 .   ¶ High Availability Requirements 

2.1 VRRP/ HSRP 

2.2 High Mean Time between Failure values 

should be available to ensure long life of 

router hardware. 

2.3 The router should be capable of booting 

from a remote node or external flash 

memory, where the router image is 

present. 

2.4 The Router should have internal 

redundant power supply 

2.5 Support for hot swappable modules 

  

3 .   ¶ Miscellaneous Hardware Requirements 

3.1 Sufficient RAM must be available for 

proper router operation to keep IGP and 

EGP routes. 

3.2 Extensive debugging capabilities to assist 

in hardware problem resolution. 

  

4 .   ¶ Interface Modules have/ support 

4.1  

4.2  8 X 10/100/1000 baseTX  ethernet 
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interfaces for LAN and WAN  

4.3 All the Serial Ports should be Flex-

Configured for RS-232/V.35 interfaces. 

4.4 Shall be able to support variety of other 

interfaces. 

5.   ¶  

¶ Performance requirement: 

The router should have a minimum of 1 Mpps 

throughput 

The router should have minimum 700 

Mbps of IPSEC performance 

  

6 .   ¶ Router Software Features 

6.1 Should support the standard routing 

protocols with QOS. 

  

7 .   ¶ Router Functional Requirements 

7.1 Network address translation. 

  

8 .   8.1  

¶ IP Routing Protocols 

8.1 RIP v1 and v2 

8.2 OSPF v2 and v3 

8.3 BGP 

8.4 Policy Routing. 

8.5 Static Routing Protocols 

8.6 DHCPv6 

8.7 IPV6 ICMP 

8.8 IPv6 QoS 

8.9 IPv6 Multicast  

8.10 MLD  

VPN 

  

9 .   ¶ Protocols 

10.1 PPP 

10.2 Multilink PPP 

  

10.   ¶ Multicasting and QoS (PQ, cRTP, LFI, 

WRED) 

  

11.   ¶ Accounting 

12.1 Network Time Protocol. 
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12.2 Packet & Byte Counts. 

12.3 Start Time Stamp & End Time Stamps. 

12.4 Input & Output interface ports. 

12.5 Type of service, TCP Flags & Protocol. 

12.6 Source & Destination IP addresses. 

12.7 Source & Destination TCP/ UDP 

Addresses 

12.   ¶ Security 

13.1 Support for Standard Access Lists and 

Extended Access Lists to provide 

supervision and control. 

13.2 Controlled SNMP Access. 

13.3 Control SNMP access through the use of 

SNMP with authentication. 

13.4 Multiple Privilege Levels. 

13.5 Support for Remote Authentication Dial-In 

User Service (RADIUS) and AAA. 

13.6 Support GRE and IPSEC based 

encryption 

  

13.   ¶ Other required features 

14.1 Ethernet Interface of the Router should 

support 802.1Q 

14.2 Support for additional Ethernet Interface 

card 

14.3 Should have automatic route optimization 

and load distribution over multiple service 

provider networks. 

  

14.   ¶ Management Requirements 

15.1 Telnet and SSH 

15.2 SNMP 

15.3 Shall have Console port for local 

management. 

15.4 Configuration replacement and roll back 

functionality 

15.5 Preplanned reboot 

  

15.   Security: ñSupport DOS prevention and CGNAT/   
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Dual Stackò 

 

16.   ñThe Switch should be EAL certifiedò   
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1.2.3.4 Firewall Internet 

 
Hardware Specification (Quantity - 2) 

S.No Description Qty Pg No. where 
the 

functionality/ 
specification 
mentioned 

Firewall ï Internet 1+1  

S.No Specification Compliance 
/Deviation 

 

1.  Make Offered Mention Make  

2.  Model Offered  Mention Model  

3.  ¶ Hardware Architecture  

Á Modular chassis 

Á 19ôô rack mountable 

Á  

Á Shall Support At least 6 zones or more 

physically isolated zones from each other 

@ 10/100/1000Mbps and should have 2 x 

10 Gig interfaces 

Á Statefull 

  

4.  ¶ Performance 

Á The firewall throughput performance 

should be at least 5Gbps or more 

Á  

Á Should support 3DES/AES VPN 

Throughput Up to 1.2 Gbps   

Á  

Á The firewall should provide at least 

4,00,000  or more concurrent connections  

Á Should provide at least 26,000 

connections per second or more. 

Á Should support 802.1Q trunking and at 

least 50 VLANs. 

Á  

Á Should support integration with AAA 
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server 

Á  

Á Should have Application inspection for 

standard applications like SSHv2,, FTP, 

HTTP/HTTPS, ICMP, TCP, 

Á Should support inbuilt support for IPSEC 

VPNs with DES/ 3DES and AES support. 

Á Firewall should support MD-5 and SHA-1 

authentication 

5.  ¶ Firewalling at layer 2 and layer 3 of the OSI 

layer. 

Á Static route, RIPv2, OSPF  for routing 

Á NAT and Port Address Translation feature 

Á Should support IPv4 and IPv6. 

Á Optional support to be able to detect, 

respond to and report any unauthorized 

activity. 

  

6.  ¶ Firewall features shall include: 

Á  

Á  

Á   

Á   

Á Application/Protocol Inspection Engines:  

Á L2 transparent firewalling  

Á Advanced HTTP Inspection Engine  

Á Time-based ACLs or equivalent 

  

7.  ¶ VPN feature shall support: 

Á Support for n-tiered X.509 certificate 

chaining  

Á Manual X.509 certificate enrollment 

(PKCS 10/7 support)  

  

8.  ¶  

Á    

Á   

Á   

Á  
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9.  ¶ High Availability   

10.  ¶ Management 

Á Embedded web based configuration / 

management support. 

Á Should have Management access through 

console, SSH and GUI for managing the 

firewall. 

Á Should have the capability of restricting 

the access through the Console and out-

of-band management interface to protect 

the devices from local threats. 

  

11.  Product shall be provided with all the required 

licenses, software, management servers  (Ref: 

1.3.15) as applicable to meet all the above 

mentioned specification. 

  

12.  ñFirewall should be ICSA/NSS/EAL certified.ò   

 

 

 
 
 

1.2.3.5 Intrusion Prevention System - Internet 

Hardware Specifications (Quantity - 2) 

S.No. Description Quantity  

1.   Intrusion Prevention System for Internet  1+1 

 

 

S.No Specification Compliance 

Yes/ No 

Page 

Reference in 

product data 

sheet 

 Hardware Features   

1.  ¶ The IPS should be appliance based and 

should have the following Interfaces 

1.1  ñThe IPS should have minimum of 2 pairs 

of 10/100/1000 ports to support up to 4 

inline protected segment support.ò 
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1.2 1 Dedicated Management port  

1.3 ñ2X 10 Gig populated.ò 

2 .   ¶ Performance and Availability 

2.1 The IPS device should provide an overall 

throughput of at least 1 gbps or more 

  

3 .   ¶ Attack Detection Techniques  

3.1 The IPS System should have the following 

attack detection techniques 

3.2 Vendors Signature Database of at least 

1000 signatures. 

3.3 Shall be able to support user defined 

signatures. 

3.4 Zero day attack protection using protocol 

and traffic behavior analysis. 

3.5 Backdoor Detection  

3.6 DoS/ DDoS / SYN-flood/ TCP-flood /UDP-

flood  

3.7 Monitoring of protocols such as TCP/IP, 

ICMP, FTP etc. 

  

4 .   ¶ Action on Attacks  

4.1 The IPS system should be able to do the 

following in the event of detecting an 

attack: 

4.1.1 Block/Drop/Terminate attacks in real 

time without logging. 

4.1.2 Block/Drop/Terminate attacks in real 

time and log. 

4.1.3 Reset connections without logging. 

4.1.4 Reset connections and log. 

4.1.5 None (Log only) 

  

5 .   ¶ Other Capabilities 

5.1 Should be capable of handling IPS 

evasion techniques like fragmentation and 

TCP reassembly etc. 

5.2 Shall be able to support user defined 

signatures, ñShall be able to perform 
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application based inspection.ò 

5.3 Shall be able to support automatic 

signature updation from the OEM over the 

internet using a secure communication 

mechanism in the case of emergencies. 

5.4 Default security  Policy. 

6.   ¶ High Availability 

6.1  

6.2 ñThe device should support internal 

redundant power supplyò  

6.3 It should support either active/passive or 

active/active 

  

7 .   ¶ Deployment Modes  

7.1 The IPS should be deployable in  

Bridge/Transparent mode. 

7.2 promiscuous / Inline  mode  

  

8 .   ¶ Management and Monitoring Capabilities 

8.1 The IPS Systems should have a 

Management Console and remote telnet, 

SSH and Web capabilities for basic 

configuration of the device 

8.2 The IPS should have a dedicated port for 

Out-of-Band Management and should not 

use any traffic ports for the management 

purpose  

8.3  

8.4  

8.5  

8.6 The system should be able to support log 

file, Syslog/SDEE and snmp. 

8.7 Shall support role based administration for 

various administrator and user levels. 

8.8 ñIPS should be ICSA/NSS/ EAL certifiedò 

  

9 .   ¶ Product shall be provided with all the 

required licenses, management server 

software as applicable to meet all the 
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above mentioned specification & 

proposal.  
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1.2.3.6 End Point Protection for Servers and PCs (HIDS/ HIPS) 

 
Bidder has to come up with number of licenses required and provide the same. 

S.No Description Quantity 

 End Point Protection for Servers and PCôs in 

the SDC (HIDS/ HIPS) 

For all servers and PCs 

supplied by DCO 

S.No Specification Compliance 

Yes/ No 

Page Ref in 

product 

data sheet 

 Features   

1 .   ¶ Exploit Prevention  

1.1 It should be able to Control applications, 

services and programs to only allow 

ñgoodò behavior. This behavior-based, 

proactive functionality protects against 

day-zero threats. Buffer Overflow 

prevention should be related to this 

functionality also.   

1.2 It should provide broad default policy set, 

so that little policy editing is required for 

deployment.  

  

2 .   ¶ Buffer Overflow Protection  

2.1 It should provide protection against classic 

buffer overflow memory attacks.   

2.2 The Protection should be based on 

behavior, not signatures, so that even 

unknown buffer overflows are blocked. 

  

3 .   ¶ Application Firewall  

3.1 It should be able to monitor and block 

network traffic for threats.  

  

4 .   ¶ Out-of-the-Box Policies  

4.1 It should contain a group of ready-to-run 

protection policies for standard 

applications and OS functions.  

4.2 The default policies should provide 

coverage for all applications when 
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installed on a system - with minimal time 

needed to edit the policy. 

5.   ¶ File and Registry Protection/ Lockdown

  

5.1 It should protect system files and registry 

entries from modification or deletion.  

5.2 It should be able to provide process 

control based on the application initiating 

the change, the target file/ registry key, 

the user/group attempting the change and 

finally based on additional arguments 

used when starting the application.  

5.3 It must provide the ability to lock files/ key 

down from all applications, while allowing 

other applications to edit or read the 

file/key - so that enterprise admin tools 

can perform their task without manual 

intervention. 

  

6 .   ¶ User Privilege Level Controls  

6.1 As a part of óPolicy enforcementô, user 

rights can be de-escalated by policy. Thus 

a user with ñadminò rights may be 

downgraded to ñuserò, with fewer rights.  

6.2 It should provide a way for users to 

'override' the protection in case they need 

to change the system in ways that would 

normally be blocked. 

  

7 .   ¶ Device Controls  

7.1 It should be able to prevent use of devices 

e.g. USB devices/ CD-ROM drives.  

  

8 .   ¶ Broad Platform Support  

8.1 It should be able to provide Prevention 

and Monitoring support for heterogeneous 

environment, including Windows, UNIX 

and Linux . 

  

9 .   ¶ Policy Enforcement    
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9.1 The policies should control the behavior of 

system services and user actions, It 

should ensure that people or applications, 

cannot initiate harmful functions even if 

they are requested to do so. An example 

of a disallowed user function would be an 

attempt to run a *.bat or *.exe file 

attachment from an incoming e-mail. 

Similarly, System Services would not be 

allowed access to IIS information.  

9.2 The protection should be both extendable/ 

customizable and prevent users from 

avoiding the protection (or shutting it off).  

10.   ¶ Pre-defined Graphic and Text Reports ï 

textual and graphical  

10.1 It should come with the most common 

reporting metrics pre-configured in textual 

or graphic reports.   

10.2 It should provide custom query/report 

generation tools for generating new 

queries. 

  

11.   ¶ Security Event Forwarding  

11.1 It should be able to Filter and forward 

security events to the central console.  

11.2 It should provide additional alerting 

methods to send events on to other 

systems - via e-mail, SNMP or output logs.   

11.3 The Alerting should be configurable to 

provide forwarding of only specific events, 

as well as event consolidation to reduce 

size and volume of forwarded data. 

  

12.   ¶ Centralized log collection for easy search, 

archival and retrieval  

12.1 It should collect defined log files in a 

central log report for storage and retrieval.   

12.2 It should provide high volume 'bulk' event 
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logging to consolidate events to reduce 

event bulk and avoid cluttering the console 

with unneeded information. 

13.   ¶ File and Registry Monitoring  

13.1 It should monitor critical system files and 

registry entries to track unauthorized edits 

or deletions.   

  

14.   ¶ Smart Event Response  

14.1 It should provide pre-defined, automated 

responses to events. Actions include 

alerting the administrator, disabling the 

user account, logging the event.. 

  

 
 

15.   ¶ Sophisticated policy-based auditing and 

monitoring   

15.1 It should have policy based auditing of 

systems that produce logs of library listed 

activities that are available for 

administrative and system/regulatory 

compliance use.   

15.2 It should be able to provide monitoring of 

security, compliance and configuration 

events that is extensible and configurable. 

  

 

 

Adequate number of anyother devices such as AAA,server Load balancer etc which  are required to 

make the solution work would have to be included by the bidder. 
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1.2.3.7 Server Load Balancer (Qty: 1+1) 

S.# Description / Specification Compliance Deviation 

1.       
  

 Architecture 

    

o мфΩΩ ǊŀŎƪ ƳƻǳƴǘŀōƭŜ 

o Server load balancer should have ASIC based architecture 
& not PC based architecture 

o Should have min 4 x 10/1000/1000 Base T Ports. 

o Should support minimum 1 Million concurrent Sessions 

o Should support minimum 1,00,000 connection per 
second 

o Should support minimum 1 Gbps L7 throughput and 
upgradeable to 2 Gbps without change in hardware or 
any new addition in hardware  

o Should support logical interfaces 

o Should support Port Aggregation IEEE 802.3ad 

o Should support VLAN Trunk IEEE 802.1Q 

o Should have 512 MB RAM from day 1 and upgradeable to 
1GB RAM. 

o Should support following deployments 

o Routing Mode : where client-side and server-side VLANs 
are on different subnets 

o Bridge Mode: where client-side and server-side VLANs 
are on the same subnets. 

2.       
  

Load Balancing Features 

    

o Should support minimum 1000 or more real Servers for 
load balancing. 

o Should support minimum 500 or more Virtual servers. 

o Should support minimum 500 or more server farms 

o Should support following load balancing algorithms 

o Cyclic - Round Robin 

o Hash  

o Weighted Cyclic 

o Least Connections 

o Least number of users. 

o Least Bandwidth 

o Least Response time 

o Server load balancing based on SNMP parameter like 
CPU load, Memory utilization etc 

o Should support Client NAT & Server NAT 

o In case of Server / Application failure device should 
detect it in not more than 30 seconds. 

Should support following content based Load balancing features 

o It should be able to support global load balancing in 
future with the help of soft or internal/external hardware 
upgrade. 

o HTTP Header based redirection 
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o URL-Based Redirection 

o Browser Type Based Redirection 

o Preferential Treatment (Cookie-Based) 

3.       
  

Server Management Features 

    
o Should support Graceful shutdown of Servers 

o Should support Graceful Activation of Servers 

o Should able to redirect traffic based on Source IP, 
Destination IP & TCP PORT 

4.       
  

Segmentation/ Virtualization     

5.       
  

Health Monitoring  

    

o Should provide individual health checks for real servers & 
farms 

o Should allow to monitor protocol like HTTP, SMTP, POP, 
FTP etc 

o Should allow to configure Customize health probes based 
on TCP & UDP parameters 

o Should provide GUI to configure Health Monitoring 

o Optional Support for user defined / custom health checks 
as per the requirement. 

6.       
  

Redundancy 

    
Should support industry standard redundancy protocol like VRRP. 

Should support transparent failover between 2 devices 

Should Supports active-standby and active-active redundancy. 

7.       
  

Management  

    

Should support following Management Applications 

o Telnet 

o SSH 

o http 

o HTTPS 

o Console 

o SNMP (V1, V2 and V3). 

o Should support GUI for configuration & monitoring 

o based redirection 

8.       
  

Product shall be provided with all the required licenses, 
management server software as applicable to meet all the above 
mentioned specification & proposed solution.  
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1.2.3.8 Authentication, Authorization and Accounting (Qty: 1) 

S.# Description / Specification Compliance Deviation 

1 
Should be a hardware based appliance solution / Server 
Based solution for Authentication, Authorization and 
Accounting and 802.1x implementation. 

    

2 
Shall perform AAA function for all configured networking 
devices that includes routers, switches, firewalls, IDS etc 
in the network.  

    

3 

Should support RADIUS in conformance to the following 
IETF RFCs 

    
RFC 2138, Remote Authentication Dial In User Service   

RFC 2139, RADIUS Accounting   

RFC 2865, RFC 2866, RFC 2867, RFC 2868, RFC 2869   

4 Should provide login authentication functionality.     

5 
Upon successful login, the system shall be configurable in 
way so that command access to certain devices for a 
particular username can be restricted. 

    

6 
The system should log failed attempts of authentication 
and command execution. 

    

7 

Should allow the network administrators to control who 
can log in to the network from wired connections, What 
privileges each user has in the network, What accounting 
information is recorded in terms of security audits or 
account billing, What access and command controls are 
enabled for each configuration administrator 

    

8 
Should support downloadable ACLs for any Layer 3 
devices like routers, firewalls. 

    

9 
Should support user and administrative access reporting, 
dynamic quota generation and time based restrictions 
based time of day and day of week 

    

10 
Should support PAP, CHAP and MS-CHAP, EAP-MD5, EAP-
TLS password protocols. 

    

11 
Should support PEAP to provide a new, secure, and 
client-server authentication method for wireless 
networks. 

    

12 
Should support packet-filtering mechanism to block 
traffic on all but from necessary AAA-specific TCP and 
User Datagram Protocol (UDP) ports. 

    

13 Should support SSL for administrative access     

14 
Should support integration with Windows user database 
and LDAP database. 
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15 
Should allow the main network administrator to control 
whether other network administrators can change 
passwords during Telnet sessions. 

    

16 Should support PKI     

17 
Should support Network Time Protocol for time 
synchronization with the network. 

    

18 
Should be integrable with the offered Security 
management system. 

    

19 
Should support Windows user database integration for 
authentication function 

    

20 
Should support access connection type of wired/wireless 
LAN, dialup, broadband, and virtual private networks 
(VPNs) 

    

21 
Should be integral with the offered Antivirus  mediation 
server  to determine antivirus posture  at network access 

    

22 
Should support HTTP port allocation feature to configure 
the range of TCP ports used by the AAA system for 
administrative HTTP sessions. 

    

23 
Should support 802.1x authentication for end stations of 
the campus network. 

    

24 

Should support the following features ς  

    

Lightweight Directory Access Protocol (LDAP) and Open 
Database Connectivity (ODBC) user authentication 
support   

Device command set authorization   

Network access restrictions   

User and administrative access reporting   

Restrictions such as time of day and day of week   

User and device group profiles 
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1.2.4 SDC EMS Architecture 

 
 
Enterprise Management System (EMS) 

The proposed EMS solution should manage service availability of various citizen-centric 

services hosted at Punjab SDC by identifying critical services, the infrastructure they depend 

on and the relevant applications. The proposed solution should provide comprehensive and 

end-to-end management of all the components for each service including Systems ,Database 

and Application infrastructure.  

. 

1. Infrastructure Management System 

 

 (a).Network Fault Management: 

-  To provide comprehensive Event Management, Event Correlation, Root-cause Analysis for 

any Network fault, Service Management including SLA monitoring etc. for the SDC 

 

 

(b.)Performance Management  

 

Perfromance Management System must monitor performance management across key parts of 

the PUNJAB SDC infrastructure.Extended performance management console will be provided 

to bidder .Bidder must integrate network & server performance information & alarms  in a single 

console & repository and thus provide a unified reporting interface for network ,server & 

database components at SDC.  

-  The extended Network Performance Management consoles must provide a consistent 

report generation interface at PUNJAB SDC for monitoring devices at SDC.Using central 

console bidder should monitor & provide all required network performance reports (including 

latency, threshold violations, packet errors, availability, bandwidth utilization etc.) for the 

network infrastructure managed at SDC.  

-  Bidder should define necessary performance threshold for monitored devices at SDC using 

extended NMS console and forward threshold exceptions to central fault management 

console for centralized view of alarms generated. 

-  Bidder should monitor near real time performance of critical devices like bandwidth\cpu 

utilization using extended performance management console. 

-  Bidder should configure & generate necessary Performance reports like At-A-Glance , 

Trend Reports , Top N Reports , What-If Reports , Service Level Reports , Health 
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Reports for monitored network devices ,servers & database using extended monitoring 

consoles. 

 

(i) Datacenter Network Traffic Analysis System 

Analyzing network traffic pattern is very critical component to help in troubleshooting issues 

related to network traffic congestion .Proposed tool should help in identifying type of traffic 

flowing from SDC to SWAN & SWAN to SDC based on various applications & protocols for 

capacity analysis and providing breakup of traffic utilization on critical  interfaces.Tool should 

help in identifying what application  servers are generating maximum traffic in SDC thus 

consuming most amount of bandwidth.Tools should provide following features 

1. Tool should help in determining whether right traffic is flowing  through or it is  rogue traffic 

which is not required. 

2. The tool must support hetrogeneous Flow monitoring and traffic analysis for any of 

technology vendors like NetFlow, J-Flow, sFlow, Net-stream, IPFIX technologies.  

3. The solution should be of the type passive monitoring without a need to install any probe or 

collector for data collection. 

4. The proposed solution must be able to monitor and report on unique protocols per day and 

display utilization data and baselines for each protocol individually by interface. 

5. The proposed traffic analysis system must be capable of automatically detecting anomalous 

behavior such as virus attacks or unauthorized application behavior.  The system should 

analyze all NetFlow traffic and alert via SNMP trap and syslog of any suspicious activity on 

the network and send it to central network console. 

6. Proposed tool must integrate with Central Network Fault & Performance Management 

System seamlessly for sending alarms and context sensitive reporting. 

7. The proposed traffic analysis system should provide visibility into new and unknown traffic 

patterns which is critical for ensuring the performance of networked applications, as well as 

identifying security risks. It should provide real-time analysis of traffic behavior in 

infrastructure to help ensure network delivers application services reliably and securely.It 

should provide Enterprise Network Behavior Summary for: 

8. Fragmented Packet Sources, High Volume Sources, Packet Fan Out Sources,Syn/Rst only 

sources,High Flow Sources,Number of TTL Expires 

9. The solution must provide the following NetFlow based metrics: 

10. Rate,Utilization,Byte Count,Flow Count,IP hosts with automatic DNS resolution,IP 

conversation pairs with automatic DNS resolution,Router/interface with automatic SNMP 

name resolution,Protocol breakdown by host, link, ToS or conversation,Utilization by bit 

pattern matching of the TCP ToS field,AS number,BGP next hop address,IPv6 addresses 
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11. The proposed system must be capable of sending alerts via SNMP trap.  Alerts should the 

having the following configurable parameters: 

12. The ability to choose any protocol, interface or group of interfaces, ToS ,rate, volume, 

utilization, time filters (i.e. business hours) over a specified threshold being monitored by the 

system. 

13. Database Definition 

13.1. The proposed solution must keep historical rate and protocol data for a minimum of 12 

months (most recent) in its current long term operating database.  All data in that database must 

have a maximum 15 minute window granularity without roll up.  A user must be able to select 

any 15 minute window over the last 12 months and display unique utilization and protocol data 

for every monitored interface. 

13.2. The proposed solution must keep historical rate and protocol data for a minimum of 30 

days (most recent) in its short term operating database.  All data in that database must have a 

maximum 1 minute window granularity.  A user must be able to select any 1 minute window 

over the last 30 days and display unique utilization and protocol data for every monitored 

interface. 

13.3. The proposed solution must be able to monitor and report on unique protocols per day 

and display utilization data and baselines for each protocol individually by interface. 

13.4. The proposed solution must keep and report on unique hosts and conversations per day 

for each monitored interface. 

13.5.  The system must maintain this custom ToS based information for each interface for at 

least 12 months at a minimum 15 minute granularity. 

13.6. All custom reports from the long term database must support the ability to be run 

manually or scheduled to run automatically at user selectable intervals.   

13.7. All reports should be generated and displayed directly by the system from a common 

interface. 

13.8. The system should allow via API for Excel to download data to generate reports. 

13.9. The system must be able to restrict views and access for defined users to specific 

routers, interfaces, and reports. 

14. The user must be able to generate reports from the long term database based on specific 

thresholds defined by the user where the threshold can be compared to rate, utilization or 

volume of every monitored interface as a filter for inclusion in the report. 

15. Search for any traffic using a specific configurable destination port, or port range,  

autonomous system (AS) number, BGP next hop IP address, ToS bit,  clients or servers that 

are experiencing more than a specified number of TCP resets per hour, IPv4 or IPv6 

conversation bad IP Header, unreachable destination, TTL expired, traceroute requests, 

MAC addresses,  TCP flags, VLAN. 
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16. NetFlow collection device must support a minimum of 5 million flows per minute up to 9 

million flows per minute and be capable of storing gathered information in a common 

database where all long term reporting information is held. 

17. The overview page must include an email function that provides a GUI driven method for 

emailing the page in PDF format as well as for scheduling the email of this page at regular 

intervals without user intervention to one or more recipients. 

18. The system must provide the ability to group interfaces into functional groups based on any 

user criteria.  The grouping function must allow users to create group names and add 

interfaces into that grouping for reporting purposes.  Once created, these groups must be 

available for selection within custom reports as a mechanism to include multiple interfaces 

without individual selection for inclusion. 

19. The system must support interface specific report generation for every monitored interface in 

the network. It must provide menu or GUI driven access from the main system page that 

allows users to select from the automatically generated interface list and navigate to 

interface specific information. 

20. This page should display a graph representing the total number of NetFlow flows that the 

data was derived from. It must represent flows for the selected period of time, for this 

interface. 

21. The user must be able to easily change the data type of the main interface view from 

protocol specific to a single graphical representation of utilization over multiple points in a 24 

hour day as compared to all other similar points in the days in that month. 

22. The monthly view must provide a graphical representation of the level of utilization for each 

fifteen minute interval of each day of the month. 

23. The user must be able to easily change the data type of the main interface view to a tabular 

format showing the increase or decrease of traffic generated by that protocol as a 

percentage using discrete least-squares approximation to find a best fit line of growth. 

24. The proposed traffic analysis system should provide visibility into new and unknown traffic 

patterns which is critical for ensuring the performance of networked applications, as well as 

identifying security risks. It should provide real-time analysis of traffic behavior for every 

client and server in infrastructure to help ensure network delivers application services 

reliably and securely. Network behavior analysis should  help in : 

.1. Providing early insight into virus-infected hosts and worm attacks  

.2. Identifying unauthorized or incorrectly configured server activity  

.3. Alerting on unauthorized application deployments  

.4. Identifying network misconfigurations, such as routing loops and inaccessible network 

sources  

.5. Reporting the sources of fragmented traffic  
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It should provide Enterprise Network Behavior Summary for: 

¶ Fragmented Packet Sources 

¶ High Volume Sources 

¶ Packet Fan Out Sources 

¶ Syn/Rst only sources 

¶ High Flow Sources 

¶ Number of TTL Expires 

 

(iii) Server & Database Performance Management System 

-  All collected performance information  for monitored servers must be stored in existing NMS 

Performance Monitoring database.Bidder has to import/integrate server  & database 

performance monitoring data & alarms into existing NMS providing centralized performance 

reporting & alarm information  for monitored Network & Servers in one console. 

-  Monitored servers should be discovered in extended NMS console to provide topology view 

of monitored network devices as well as servers depicting in topology what all servers are 

connected to what all ports of monitored switches in SDC. 

-  The proposed tool should be able to monitor various operating system parameters such as 

processors, memory, files, processes, file systems, etc. where applicable, using light 

footprint agents on the servers to be monitored. 

-  The proposed tool should support operating system monitoring for various platforms 

including Windows, UNIX and Linux. 

-  The proposed server monitoring solution should detect threshold violations in real-time, 

sending an alert to the extended network fault management console .  

-  Proposed Performance Monitoring Solution must Provide At-A-Glance report for servers 

monitored. The following charts must appear in reports for servers: 

Availability ,CPU Utilization ,Disk Faults, Disk I/O ,File Cache Miss Rate ,Interface Utilization 

,Latency ,Pages Paged ,Pages Swapped ,Physical Memory ,System Partition Utilization 

,Total Packets ,User Partition Utilization ,Virtual Memory Utilization 

-  The Monitoring tool should support database performance agents for performance reporting 

of standard RDBMs like Oracle, MS-SQL, Sybase and DB2. 

-  Database performance management solution for Distributed RDBMS must include hundreds 

of predefined scans for monitoring various database, operating system and network 

resources. 

-  Bidder should integrate Database performance monitoring solution with extended fault & 

performance monitoring console in order to view database specific alarms & run 

performance reporting  from extended NMS consoles. 
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(c).Application Performance Management  

 

Application Performance is very critical measure for PUNJAB SDC for monitoring critical citizen 

centric applications accessed by external users. The proposed Application Performance 

Management System at PUNJAB SDC must provide the following features: 

-  The proposed solution must determine if the root cause of performance issues is inside the 

monitored application, in connected back-end systems or at the network layer from a single 

console view. 

-  Bidder should integrate proposed APM tool with existing extended NMS Fault Management 

console to forward application specific alarms & map them to application service definations 

in NMS console.In event NMS received application performance alarm from APM tool it 

should show impacted services and rasie a service degradation alarm depicting root cause 

of service degradation is bad application performance This will help SDC operators to 

identify that application service is degraded due to bad application performance & not at 

network layer. This will help state in solving blame game problems  between various 

stakeholder to determine whether issue lies at network(SWAN) or at SDC infrastructure. 

-  The proposed solution should be able to proactively monitor all real user transactions; detect 

failed transactions and help diagnosis of problems that affect user experience and prevent 

completion of critical business processes. 

-  The proposed solution must provide deeper end-to-end transaction visibility by monitoring at 

a transactional level and without deploying any software at end user desktop. The solution 

must provide a single view that shows entire end-to-end real user transaction and breaks 

down times spent within the application components, SQL statements, backend systems 

and external 3rd party systems. 

-  Real time end user response monitoring & application performance diagnostic should be 

tightly integrated out of the box without a need to perform extensive customizations. 

-  The proposed solution must be able to provide analysis  of all problems and find root-cause 

for problems showing the problematic areas within the application infrastructure.. 

-  The proposed solution must be able to detect production Memory Leaks from mishandled 

Java Collections and isolate exact component creating leaking Collection. 

-  The proposed solution must allow monitoring granularity of no more than 15 seconds for all 

transactions.  

-  The proposed solution must provide real-time monitoring of resource utilization like JVM 

memory usage, Servlets, EJB pools, DB connection pools and Threads. 
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-  The proposed solution must tie SQL statements to components involved, i.e. SQL queries 

should be able to get correlated to the Java components calling them. This should be clearly 

visible by showing the transaction call stack ("Blame stack"). 

-  The proposed solution must identify any changes to application configuration files(.xml, 

properties etc), File system or application code and be able to correlate changes to 

application performance dynamically in production environments.  

-  The proposed solution must proactively identify any thread usage problems within 

applications and identify stalled (stuck) threads. The proposed solution must also monitor 

web services across multiple processes (cross JVM tracing) 

-  The proposed solution should allow access to performance data both using a Graphical user 

interface (GUI) and over the web (web based access) and provide ability to monitor 

performance of applications up to the method level of execution (Java/.Net method) 24x7 in 

production environments with negligible impact on monitored application. 

-  The proposed solution must provide for dynamic instrumentation of application code, i.e. 

enhance be able out of the box monitoring with extra monitoring definitions without having to 

restart application. 

-  The proposed solution should measure the end users' experiences based on transactions 

without necessitating installation of client agents / probes on end-user desktops. · The 

proposed solution should measure the end users' experiences based on real user 

transactions & not synthetic or robotic transactions generated without. The solution should 

be an appliance-based system acting as a passive listener on the network thus inducing 

zero overhead on the network and application layer. 

-  The proposed system must be able to detect user impacting defects and anomalies and 

reports them in real-time. The proposed system must also be able to provide user usage 

analysis and show how user's success rate, average time and transaction count has 

changed over a specific period of time such as current week versus previous week. 

-  The proposed system must be able to pro-actively determine exactly which real users were 

impacted by transaction defects, their location and status. 

-  The proposed system must be able to provide the ability to detect and alert when users 

experience HTTP error codes such as 404 errors or errors coming from the web application. 

-  The proposed system must allow to dynamically instrument components of transactions 

revealed in a trace session without restarting the Java Virtual Machine (JVM).  

-   

-  The solution must show out of the box application triage maps that allow to instantly grasp 

the layout of the applications in the environment in a visual manner to help identify and 

triage current and emerging problems. 
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-  The solution should have provision for automatic transaction discovery, for example by 

setting up some bounding parameters to describe transactions like the web site, the 

language, and parameters (such as post, query, and cookies). 

-  The proposed solution must provide a single view that shows entire end-to-end real user 

transaction and breaks down times spent within the J2EE application components, SQL 

statements, backend systems, industry standard databases and external 3rd party systems. 

-  The proposed solution must gather available performance indicator metrics from all within 

real-time production environments and real user transactions 24x7 with minimal overhead 

on monitored applications 

-  The proposed solution must provide means to integrate monitoring data with SNMP/TCPIP 

managers. 

-  The proposed solution must be able to monitor application performance to all connected 

backend systems and supporting external systems within the application. 

-  All application stakeholders (i.e. DBA, Operation and application developers) must get 

performance data pertaining to their specific areas from Java/.Net application agent within 

the application server 

-  The proposed application performance management solution must support monitoring of 

various industry standard application servers like JBOSS Application Server ver 4.23 and 

above. 

 

(d.)Helpdesk Management System 

Proposed Helpdesk Management software at SDC should integrate with existing helpdesk 

running at SWAN in order to provide State complete status of issues, incidents, service level 

violations and their resolution time for both SWAN & SDC infrastructure in a single helpdesk 

console.Bidder should create separate view for SDC operator to log & view SDC incidents. 

-  The proposed helpdesk solution must provide flexibility of logging, viewing, updating and 

closing incident manually via web interface. 

-  The proposed helpdesk solution must support ITIL processes like request management, 

problem management, configuration management and change order management with out-

of-the-box templates for various ITIL service support porcesses. 

-  Each escalation policy must allow easy definition on multiple escalation levels and 

notification to different personnel via window GUI/console . 

-  The proposed helpdesk solution must have an updateable knowledge base for technical 

analysis and further help end-users to search solutions for previously solved issues.  

-  The proposed helpdesk solution must support tracking of SLA (service level agreements) for 

call requests within the help desk through service types. 
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-  The proposed helpdesk solution must integrate tightly with the Knowledge tools and CMDB 

and should be accessible from the same login window. 

-  The proposed helpdesk solution must allow the IT team to see the CI relationships in 

pictorial format, with a specified number of relationships on single window. 

-  The proposed helpdesk solution must have a built-in workflow engine. The proposed 

helpdesk solution must support Non-linear workflows with decision based branching and the 

ability to perform parallel processing. It should also have a graphical workflow designer with 

drag & drop feature for workflow creation and updates. 

-  The proposed helpdesk solution must have an integrated CMDB for better configuration 

management & change management process. CMDB should have more then 50 CI families, 

140 CI Classes and 70 CI Relationship Types out of the box. Both Service Desk & CMDB 

should have same login window. 

-  It should support remote management for end-user & allow analysts to do the desktop 

sharing for any system located anywhere, just connected to internet. 

-  Remote desktop sharing in Service desk tool should be agent less & all activity should be 

automatically logged into the service desk ticket. 

-  Proposed helpdesk must be certified on all 14 ITIL v3 processes by certifying agencies like 

pink elephant. 

 

(e).Host based Access Control for securing critical datacenter servers 

-  Host based security solution must allow controlling of access to system resources including 

data files, devices, processes/daemons and audit files.  

-  The solution should Self-protect itself ï Must be able to prevent hackers with root access 

from circumventing or shutting down the security engine. Must use a self-protected 

database for storing all security information.  

-  The solution should provide Rights Delegation - Must provide the ability to designate specific 

users as Administrators, Auditors, and Password Managers etc with appropriate rights. Must 

also provide the ability to designate specific users as Subordinate or Group Administrators, 

to manage users and file permissions for their Group  

-  The solution should support cross platform Management ï Must support management and 

policy distribution across Windows, Linux and Unix platforms from a central management 

console. It must support the deployment of the same policies across multiple servers 

ensuring consistency of security policies across machines in the enterprise. 

-  The solution must provide capability to allow access to sensitive resources only through 

approved programs. 
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-  Administrators must be able to define critical files that are not supposed to change. If these 

files are modified, the process that checks the sensitive files must find that the files have 

changed and write an audit record.  

-  The solution should allow protection of files on even non-NTFS file systems like FAT and 

CDFS.  

-  The solution must provide support for IPv6 and FIPS140-2 and must provide Services and 

Registry Values Protection on Windows 

-  The solution must provide administrative password checkout function. It should provide 

workflow for requesting and checking out a system-generated. The solution should provide 

the functionality to force the user to check the password in once their task is completed, or 

PUPM should provide the capability to be configured to automatically check the password in 

after a specific time period; and it can be a manually forced check in as well. 

-  The privilege user password management (PUPM) must provide a fully functional and 

customizable workflow that provides common out-of-the-box use cases for PUPM. The 

solution must provide a break glass feature. A break glass scenario occurs when a 

privileged user needs immediate access to an account that they are not authorized to 

manage. Break glass accounts are privileged accounts that are not assigned to the user 

according to their role. However, the user can obtain the account password immediately, 

without approval, if the need arises. This eliminates the possibility of a delay for an admin to 

approve the request. All transactions related to the break glass scenario must securely be 

logged for audit purposes. 

-  The solution should provide a feature to eliminate passwords from scripts. Via PUPM, it 

should be possible to replace hard-coded passwords in scripts with privileged account 

passwords that are generated by PUPM only when needed. 

-  The solution should provide a unified web based console which consolidates all aspects of 

privileged user management under a single console ð host access control and privileged 

user management across physical and virtual systems, devices and applications. 

-  The PUPM must support a wide range of virtualization platforms including but not limited to: 

VMware ESX, Solaris 10 Zones, LDOMs, Microsoft Hyper-v, IBM VIO, AIX LPAR, HP-UX 

VPAR, Linux Xen and Mainframe x/VM, providing for more consistent security management 

of access control risks across these virtual partitions, in addition to physical platforms. 

 

EMS Integration Points 

-  Network fault management system should attach an asset identifier when submitting a 

helpdesk ticket. In case the asset is not found in the helpdesk database, it should be 

automatically created prior to submitting the ticket. 
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-  When certain user tries to make any change on network device through  fault management 

console a helpdesk ticket should be generated automatically.The Service Desk operator 

must have  the ability to view the proposed configuration change .Once the ticket is 

approved the admin is automatically notified and is able to proceed with the change. 

-  The existing Fault Management Solution must support integration with helpdesk or trouble 

ticketing system such that  integration should Associates alarms with Service Desk tickets in 

the following ways: 

o Manually creates tickets when requested by Fault Management GUI operators  

o Automatically creates tickets based on alarm type  

o Provides a link to directly launch a Service Desk view of a particular ticket created by 

alarm from within the Network Operation console.  

o Maintains the consistency of the following information that is shared between alarm and 

its associated Service Desk ticket including status of alarms and associated tickets and 

current assignee assigned to tickets. 

-  Helpdesk ticket number created for associated alarm should be visible inside Network 

Operation Console . Helpdesk incident can be launched once clicked on ticket number for 

associated alarm from with in Network Operation Conole. 

-  SLAôs violation on monitored  application end user response time must open a helpdesk 

incident out of the box. 

-  Bidder should integrate NMS consoles to  provide unified workflow between the fault and 

performance management systems including  bi-directional and context-sensitive 

navigation, such as  

¶ Navigate from the Topology View to At-a-Glance or Trend Reports for any  asset 

¶ Navigate from the Alarm View to At-a-Glance, Trend or Alarm Detail Reports 

-  Bidder should integrate existing NMS at PAWAN with additional Application ,Server & 

Database,helpdesk monitoring tools proosed at SDC in order to provide single unified view  

of monitored SDC infrastructure .Bidder should define application service at NMS & map 

Application , Server & Database Performance alarms from SDC monitoring tools to 

application service definition at existing NMS console at PAWAN . This will help state level 

operator to pin point  if hosted SDC Application service outage is due to bad application 

performance or due to bad hosting server\database performance\availability or due to bad 

SWAN or SDC network performance\faults. This will help state to pin point root cause of 

application service outage by identifying which component is impacting and hence come out 

of blame game whether problem is at SDC level or at SWAN level. 

 

1. Host-based OS Access Control System 
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The proposed Host-based Server Access Control Solution should be able to protect critical 

server infrastructure in the SDC environment and minimize security risks by regulating access to 

confidential data and mission critical services. The solution should provide policy-based control 

of who can access specific systems, what they can do within them, and when they are allowed 

access for all servers within the SDC. Specifically, it should proactively secure access to data 

and applications located on Windows ,Linux, UNIX and system servers throughout the proposed 

SDC infrastructure.  

 

¶ Host based security solution must allow controlling of access to system resources including data 

files, devices, processes/daemons and audit files.  

¶ The solution should intercept security-sensitive events in real-time, and evaluate its validity 

before passing control to the OS.  

¶ The solution should be Non-Intrusive ï Must make no changes to the operating system kernel 

or binaries. Software must allow for quick uninstall if necessary.  

¶ - The solution should Self-protect itself ï Must be able to prevent hackers with root access from 

circumventing or shutting down the security engine. Must use a self-protected database for 

storing all security information.  

¶ The solution should provide Rights Delegation - Must provide the ability to designate specific 

users as Administrators, Auditors, and Password Managers etc with appropriate rights. Must 

also provide the ability to designate specific users as Subordinate or Group Administrators, to 

manage users and file permissions for their Group  

¶ The solution should support cross platform Management ï Must support management and 

policy distribution across Windows, Linux and UNIX platforms from a central management 

console. It must support the deployment of the same policies across multiple servers ensuring 

consistency of security policies across machines in the enterprise. 

¶ The solution must provide capability to allow access to sensitive resources only through 

approved programs. 

¶ The solution should provide Process Controls - Administrator must be able to control the 

circumstances, under which authorized users may terminate sensitive processes (daemons), 

including time and day, where from, etc.  

¶ The solution should prevent tampering of audit files by anyone while it is running on the 

machine. Additionally, any change of rules should always be audited.    

¶ The solution must provide a warning mode that can be used during implementation to verify 

policies and their impact before deployment.  

¶ The solution should allow protection of files on even non-NTFS file systems like FAT and CDFS.  
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¶ The solution should be able to fully work with Win 2K Active Directory in both directions, 

ensuring any existing deployment of AD infrastructure is not affected.  

¶ The solution must provide support for IPv6 and FIPS140-2 

¶ The solution must provide Services and Registry Values Protection on Windows. 

 

1.2.4.1 Technical Specifications - EMS 

1.2.4.1.1 Hardware Specification (Quantity ï Minimum 3 Servers) 

S.N DESCRIPTION QTY Page Reference 
in product data 

sheet 

  EMS                Min 3 servers  

S.No. Specifications Compliance Page Reference 
in product data 
sheet (If any) 

(Yes/No)  

  Hardware features    

I 1* Quad core processor scalable up to 2*Quad Core 

Processor ( 2.0 GHz or above) 

   

II 2MB or above L2 cache per core CPU    

III  Processor should be latest series/generation for the server 

model being quoted 

   

IV Should have support for 32/ 64 bit Linux/Windows OS 

platform 

   

V 4GB memory scalable up 16 GB     

VI Min 2x 146 GB 10K RPM SAS HDD    

VII 2 Ethernet Ports of 100/1000 Mbps    

VIII Should network management port for remote administration     

 IX All cards should be on 64 bit PCI-X/PCI-e slots/module 

operating at minimum 133MHz. Minimum 2 PCI slots should 

be free 

   

X Redundant, hot swappable, power/cooling units    

XI RAID Controller: RAID controller to support various levels of 

RAID  

   

 
Note: Minimum 3 no of servers need to be quoted. However bidder has to provide the sufficient number of 
quantity over and above to meeting the solution requirement and hence Bidder can suggest better hardware, 
software, quantity to meet the requirement. 
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1.2.5 Functional requirement for Disaster Recovery Management Software 

 
Disaster Recovery Management Software enables operational automation of the entire life cycle 

of the IT DR process, while masking the heterogeneous technology complexity.  

 

The scope of the Disaster Recovery Management Software will be for the entire DR 

infrastructure that will be covered under this RFP. 

 

The following features must be supported by Disaster Recovery Management software that will 

be used for Monitoring, DR Drills, Failover, SLA Reporting and Replication management for 

various applications that would be hosted in SDC.  

 

ñDR location for Punjab SDC will be (NIC Data Centre location to be confirmed at the later stage) who 

would be facilitating the DR activities in their Data Centre.  The DR will be a Storage based replication 

from DC to DR.,  The replicator which will be positioned in the DR and will have the capacity to virtulize 

the backend storage on which NIC is giving 25TB initially. In future State may go beyond 25 TB space.  

 
S 

No Description 

Compliance 

1  Recovery Monitoring  

  

Real time monitoring of Recovery Point Objective at database and 

application level. 

 

  

DR solution health ï real time monitoring of primary & DR subsystem 

health and alerts on DR solution  

 

  

Provide alerts on event threshold conditions such as RPO deviation and 

replication log space full at application level and support policy based 

actions for these alerts  

 

  

DR Manager dashboard ï single dashboard to track DR readiness status 

of all  applications under DR 

 

2  Recovery Automation 
 

  

Central console to start, stop & track recovery workflows for each 

application. 

 

  

Report on number of steps and estimate of time for failover recovery for 

each application. 

 

 

Automated failover of each application to the DR site with single click.  

 

A ready to use library of recovery automation actions for third party 

databases and replication products. This must significantly reduce custom 

development of scripts and speed deployment of DR solutions. 

 

3  DR Drill 
 

  

Central console to start, stop & track DR drill related workflows for each 

application. 
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Readymade, single click based automated switch-over and switch-back 

workflows for industry popular databases and replication products 

 

  

Pre-flight check DR workflows to ensure conditions are met to ensure a 

successful drill  

 

  Automated drill reports with evidence of control and granular timing of each step.  

4  Reporting 
 

  

Readymade reports on RPO deviation, RTO deviation, Datalag, 

Application DR readiness status, WAN utilization 

 

  

Ability to create UI based custom reports. Data can be exported to popular 

reporting engines. 

 

5  Management  

  

Built-in file replication that is not tied to a specific platform or OS for 

application environment protection with the following features: 

¶ Replication from multiple sources to multiple destination 

files/folders and nested files & folders  

¶ Preserves file attributes & option to skip or copy open files  

¶ Maintain primary & DR equivalence. Files deleted on the primary 

will be deleted on DR 

¶ Provides log of replicated file names, pending files and number of 

files to be replicated and statistics on throughput  

¶ Support replication for Unix symbolic links 

¶ Restart replication after a break from last successful replicated 

point  

¶ Replicate only portions of the file that have changed 

¶ On the fly compression for reduced bandwidth 

¶ Ability to provide alerts when specific files change on production 

systems 

 

  

Notification using SMS and email and support for notification lists to handle groups 

of users at a time 

 

 

The software must be able to integrate any application  into its DR management 

framework in the field, for application environment and configuration monitoring 

 

 

The software must provide GUI based application component dependency map 

across primary and DR sites so that failure identification is quick and easy 

 

 

The software must provide monitoring and management capability for remote 

management. 

 

 

The software must have the capabilities to be integrated with the major EMS 

systems. 

 

 

The software must provide infrastructure/application based and role based access 

control to users to support large environments securely. 

 

 

The software should provide single integrated management interface to meet all 

the disaster recovery management functionality 
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5  Support  

 

The software must support major platforms including Linux, Windows, Solaris, 

HPUX, and AIX.  

 

 

The software must have inbuilt support for several popular databases including 

Oracle, MSSQL and DB2. 

 

 

The software must have inbuilt support  for several replication products including 

Oracle Dataguard, MSSQL Native Replciation, HDS TrueCopy and HUR, EMC 

SRDF, HP Continuous Access among other. .     

 

 

 

The software must support physical and virtual servers across primary and DR 

sites without any restrictions. 

 

6 
Management Console Server 

 

  

The solution must provide with DR Management Console Servers with the 

required licenses and future scalability 

 

 

Roles & Responsibility for DR 

The primary role of DCO within the Disaster Recovery is to create &maintain a Disaster Recovery Plan to support a 

timely and effective resumption and recovery of all interrupted state services running from state data center. 

The scope of disaster recovery plan shall include but not limited to: 

1. Gathering need of services running from SDC. 

2.Understanding policies, impact, and risk of services running from SDC. 

3. Define Key Assets, Threats and Scenarios. 

4. Define Recovery window. 

5. Define Recovery solutions for data and services 

6. Communication plan including escalation, notification, and declaration plans for each service running from  

state data centre. 

7. Roles and responsibilities of teams working during disaster. 

 

8. Exercising the plans, either to test and improve the plans, or to actually recover from a disaster situation that 

affects Service Delivery. 

 

9. Updating, maintaining, managing, testing, and implementing any portion of the Disaster Recovery plans and 

activities that relate to the continued provisioning of the Services 

 

10. DCO will be the primary point of contact that will communicate to PSEGS, affected services delivery manages 

about the disaster and recovery windows and procedureôs. 
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11. It is the complete responsibility of the DCO to meet all defined SLAs with PSEGS or any other State 

Department / State PSUs in event of Disaster.  

 

12. ñDR location for Punjab SDC will be (NIC Data Centre location to be confirmed at the later stage) who would 

be facilitating the DR activities in their Data Centre.  The DR will be a Storage based replication from DC to DR.,  

The replicator which will be positioned in the DR and will have the capacity to virtulize the backend storage on 

which NIC is giving 25TB initially. In future State may go beyond 25 TB space.  

 
 

1.2.6  Functional requirement Specification for Cloud 

 
The cost will be discovered separately. The solution asked in cloud should cover the entire DC IT Infrastructure and   

the licence discovery of all the modules should be there (chassis/server/processor/socket/instance) whichever is 

applicable with proper weightage for price discovery for future procurement whenever it is required.   

 

Cloud Roles & Responsibility 
 

DCO shall manage, maintain and implement cloud for the state and departments. Its roles and responsibilities include 

 but not  limited to: 

 

1. Adapting, porting or deploying an application to a cloud. 

2. Designing the private cloud, understanding and evaluating the technologies and vendors needed to  

deploy the private cloud. 

3. Day-to-day cloud maintenance and monitoring activities. 

4. Capacity planning and application sizing for deploying an application to cloud. 

5. Maintenance of SLAôs. 

6. Change management and document management. 

1.2.6.1 General Requirment 

 
 

S. No. Requirements 

i.  The Solution should be capable of allowing applications to self-service compute, network and 

storage infrastructures automatically based on workload demand 

ii.  The Solution should be capable of decoupling applications and application infrastructure 

configurations in portable containers called images 

iii.   The tool should provide image library, where Software and server images can be maintained. 

Facilities should be there to import new server templates to the library and registering , so as to use 

the same  for provisioning the new virtual servers 

iv.  The Solution should be able to isolate and allow secure authenticated access to infrastructure 

services  
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v.  The Solution should be capable of orchestrating compute and storage resource placements based on 

flexible policies to maximize hardware utilization 

vi.  The Solution should be able to abstract compute, network, and storage resources for the application 

and user self-service regardless of hypervisor, server, network and storage hardware 

vii.   The Solution should be capable of supporting multi-tenancy to run cloud services (compute, 

network, storage) for multiple consumers on a single platform while dynamically and automatically 

managing the isolation of virtual machines into secure pools. This functionality should be exposed 

via API 

viii.   The solution must provide API reference, So as to aid in integrating with third party system.  

ix.  The Solution should be able to provide workload migration, orchestration, interoperability between 

private and public clouds (like auto-scaling, cloud-bursting) 

x.  The Solution must support standards-based REST and SOAP interfaces 

xi.  The Solutions should be deployable on a wide variety of open source and proprietary host 

Operating Systems 

xii.  The Solution should support open format 

xiii.   The solution should also be able to restrict usage of each tenant to defined values, else it would 

lead to control over-consumption and under consumption of resources 

 

1.2.6.2 Functional Requirment Specification(FRS) for Cloud Enablement 

 

Server Virtualization Functional Capabilities 

1 Hypervisor 
Compliant/ Non- 

Compliant 

i.  The Virtualization software should be based on hypervisor technology 

which sits directly on top of Hardware (Bare Metal/Host/Embedded) 

 

ii.  The Solution should be able to run various operating systems like 

windows client, windows server, linux, solarisx86, novell netware and 

any other open source 

 

iii.   The Solution should have the capability for creating Virtual Machines 

templates to provision new servers 

 

iv.  The Solution should continuously monitor utilization across Virtual 

Machines and should intelligently allocate available resources among 

the Virtual Machines 

 

v.  The Virtualized Machines should be able to boot from iSCSI, FCoE and 

fiber channel SAN 

 

vi.  The Virtualized Infrastructure should be able to consume Storage across 

various protocols like DAS, NAS , SAN 
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vii.   The Solution should allow for taking snapshots of the Virtual Machines 

to be able to revert back to an older state, if required 

 

viii.   The Solution should be able to dynamically allocate and balance 

computing capacity across collections of hardware resources of one 

physical box aggregated into one unified resource pool 

 

ix.  The Solution should cater for the fact that if one server fails all the 

resources running on that server shall be able to migrate to another set of 

virtual servers as available 

 

x.  The Solution should provide support for cluster services between Virtual 

Machines  

 

xi.  The Solution should provide patch management capabilities such that it 

should be able to update patches on its own hypervisor and update guest 

operating system through the existing EMS 

 

xii.  The Solution should provide the monitoring capabilities for storage, 

processor, network, memory so as to ensure that the most important 

Virtual Machines get adequate resources even in the times of congestion 

 

xiii.   The Solution should support Live Migration of Virtual Machine from 

one host (Physical Server) to another 

 

xiv.  The Solution should deliver above listed Hypervisor capabilities using 

standard server infrastructure supporting Intel/AMD OEMs 

 

xv.  The Solution should provide security on the hypervisor, as well as guest 

VMs. It should provide the ability to apply security to virtual machines 

and security policies that can follow the machines as they move in the 

cloud.  

 

xvi.  Th The Solution should provide policy-based configuration management to 

ensure compliance across all aspects of the datacenter infrastructure, 

including virtual and physical resources. 

 

2 Compute  

i.  The Software should have the capability to create Virtual Machines with 

required number of vCPUs 

 

ii.  The Solution should allow Virtual Machines consume RAM 

dynamically in such a way that if some of the VMs in Physical machine 

are not utilizing the RAM, this RAM can be utilized by some other VM 

in the same physical machine which has a requirement 

 

iii.   The Solution should be able to use power saving features like, in case of 

off-peak hours, if not all servers are required to be  powered on, the 
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solution should shut down to save power 

3 Storage  

i.  The Solution should also integrate with FC,FCoE and iSCSI SAN and 

infrastructure from leading Vendors so as to leverage high performance 

shared storage to centralize Virtual Machine file storage for greater 

manageability, flexibility and availability 

 

ii.  The Solution should have the ability to thin provision disks to avoid 

allocating all storage space upfront 

 

iii.   The Solution should provide the capability to migrate the live Virtual 

Machine files from one storage array to another storage 

 

4 Network  

i.  The Solution should allow configuring each Virtual Machine with one 

or more virtual NICs. Each of those network interfaces can have its own 

IP address and even its own MAC address 

 

ii.  The Solution should allow for creating virtual switches that connect 

virtual machines 

 

iii.   The Solution  should support configurations of 802.1 q VLANs which 

are compatible with standard VLAN implementations from other 

vendors 

 

iv.  Solution should take advantage of NIC Teaming Capabilities   

v.  The Solution should have the capability for moving Virtual Machines 

from Primary site to the Secondary site. 

 

 
 

Security Capability in Cloud 

1 Security Capabilities 
Compliant/ Non- 

Compliant 

i.  The Solution should offer Automated and Approval based Upgrades for 

Virtual Machines delivered through  cloud infrastructure 

 

ii.  The Solution should able to extend existing  malware protection solution in 

SDC for Virtual Machine  

 

iii.   The Solution should be able to provide existing Host Firewall protection 

for the virtual machine. 

 

iv.  The Solution must offer Identity, Authentication and Role based access to 

User Departments Infrastructure - Machines (Virtual or Physical), 

Application or Common Services 

 

v.  
The Solution must offer Policy based administration by putting User 
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Departments Machines (Virtual or Physical) in logical groups and apply 

relevant policies. 

vi.  The Solution should have the ability to not just enforce policies but also 

track and report non-conformance  

 

vii.   The Solution should generate reports on non conformance and escalation 

for privileged access by unauthorized roles/ identities 

 

viii.   The Solution should support VLAN isolation by supporting multiple 

networks per resource pool 

 

ix.  The Solution should support secure communication between cloud 

framework and all target systems  

 

x.  The Solution must offer ability to Copy, convert, or migrate an image  

(P2V, V2V, V2P). 

 

xi.  The Solution must offer ability to utilize existing Intrusion detection 

System / Intrusion Protection system to seamlessly extend into 

Virtualization environment 

 

 
 
 
 
 
 

Service Provisioning Capabilities 

1 Service Portal Capabilities 
Compliant/ Non- 

Compliant 

i.  The Solution should provide a simple to use intuitive Web and experience for 

SDC Cloud Administrator and User Departments 

 

ii.  The Solution should have self-service capabilities to allow Users 

Departments to log service requests - in SDC 

 

The Solution should use cloud  helpdesk for logging call and maintaining 

escalation and in addition provide integration with  existing helpdesk for 

maintaining record 

 

The Solution should be able to allow extension of  the existing EMS 

Solutions available at the SDC to cover cloud environment (CA, HP, IBM) 

while permitting cloud EMS to function independently in monitoring Cloud 

environment required to manage cloud functionality 

 

iii.   The Solution should be able to offer choice of various Service offering on 

multiple hypervisors (such as XEN , Hyper-V, VMware) with an option to 
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select  multi operating systems such as Windows 2003, 2008, RHEL / SUSE 

Linux,  etc.,  VLAN , Storage and quickly compute associated price for the 

same as well as shows the  deduction for overall Tenant approved 

infrastructure Quota 

iv.  The Solution should offer Service catalog listing availability of Cloud 

infrastructure like Virtual Machines, Physical Machines, Applications , 

Common Services offered by State Private cloud 

 

v.  The Solution should provide comprehensive service catalog with capabilities 

for service design and lifecycle management, a web-based self-service portal 

for users to order and manage services 

 

vi.  The solution should provide an on-boarding mechanism for the new tenants ( 

Department) on the cloud infrastructure that automatically creates the tenant, 

the tenant administrators, allocates specific resources for the tenant like 

storage pools, server pools, S/W packages, network pools (including VLANs, 

DNS, IP address spaces, etc...) 

 

vii.   The Solution should offer Registration, Signup , Forgot Password and other 

standard pages (Profile, Billing or Contact information) 

 

viii.   The Solution should enforce password policies and allow to personalize the 

look & feel and logo on the user-interface panels 

 

ix.  The Solution should be able to offer choice of various hardware profiles, 

custom hardware profile, Selection of operating systems, VLAN, Storage 

 

x.  The Solution should automate provisioning of new and changes to existing  

infrastructure (Virtual, Physical, Application or Common Services) with 

approvals 

 

xi.  The Solution should allow creation of library hosting various Operating 

System, Databases and middleware that can be selected while creating new 

virtual servers 

 

xii.  The Solution should track ownership and utilization of virtual machines, 

Physical machines, and common services 

 

xiii.   The Solution must provide the capability to support the following Service 

Request Types or reasons for contact:  

¶ Provisioning of Commuting Infrastructure  - Virtual, Physical or 

Applications  

¶ Repair (New, Cancellation, Change, Status Update) for the above 

infrastructure 

¶ Enquiry  (New, Cancellation, Change, Status Update) 
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¶  Customer Complaint (New, Cancellation, Change, Status Update) 

¶ Order  (Feasibility, Provide, Cease, Change, Amend, Cancel, Reconnect, 

Status Update) 

xiv.  The Solution should allow for implementing workflows for provisioning, 

deployment, decommissioning all virtual and physical assets in the cloud 

datacenter 

 

xv.  The Solution should allow easy inventory tracking all the physical & virtual 

assets in the Private Cloud. It should provide capabilities to track S/W 

licenses usage and non-compliance situations. 

 

xvi.  The Solution should employ Role Level Access Control with the ability to 

central manage Roles and Identities in an LDAP based Identity Store 

 

xvii.   The Solution should have the ability to manage Virtual Assets across the 

major multiple virtualization platforms (Microsoft, VMware, Xen) 

 

xviii.   The Solution should allow the ability to identify non-compliant systems (both 

Virtual and Physical) in terms of Desired Configuration (e.g. Lack of a 

Firewall or a file system policy on a VM etc.) and automatically remediate 

the same wherever possible 

 

xix.  The Solution should be able to dynamically allocate and balance computing 

capacity across collections of hardware resources aggregated into one unified 

resource pool with optional control over movement of virtual machines like 

restricting VMs to run on selected physical hosts. 

 

xx.  The Solution should have Show-Back (to check the usage patterns and 

reporting for the user department) and the same solution should have the 

capability to be updated into Charge-Back whenever this functionality is 

required by the SDC 

 

xxi.  The Solution should offer usage report by tenant, by region, or by virtual 

machine reporting usage of memory consumption, CPU consumption, disk 

consumption 

 

xxii.  The solution should allow the users to schedule a service creation request in 

a future date/time; the solution should check if a request scheduled for a 

future time can be fulfilled and reject the request in case of projected 

resources shortage or accept the request and reserve the resources for that 

request, 

 

xxiii.   
The Solution should have web based interface for administration 

 

xxiv.  The Solution should provide quality-of-service capabilities for storage I/O so 

as to ensure that the most important virtual machines get adequate I/O 
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resources even in times of congestion. 

xxv.  The Solution should have the ability generate customize report as well as the 

native ability to export to common formats 

 

xxvi.  Whenever the Charge Back mechanism is enabled, the Solution must satisfy 

the following requirements: 

- The Solution should support different cost models like allocated or 

reserved cost per virtual machine. It should also allow tracking usage 

of resources 

- The Solution should allow mixing of different cost model/ policies 

- The Solution should have the ability to charge differently for 

different level of services 

- The Solution should support cost calculation of shared/ multi tenent 

application 

 

xxvii.  The Solution should provide service catalog with capabilities for service 

offering design and lifecycle management, a self-service portal for users to 

order and manage services 

 

2 User Department Requirement  

i.  The User Departments should be able to view Departmentôs infrastructure as 

Services e.g. : group his servers by- application LOB servers, All web 

servers, all Small servers etc 

 

ii.  The User Departments should be able to select between a managed 

infrastructure or an unmanaged infrastructure. (e.g. who will manage the 

Patched Updations on virtual machines) 

 

iii.   The Solution should allow User Departments to delegate user services to 

others on their team 

 

iv.  The User Department should be able to allocate, monitor, report and upgrade 

allocated capacity 

 

v.  The Solution should give User Department capability to view logged, Queued 

, Assigned solved or Resolved queries 

 

vi.  The Solution should allow selecting various Operating System as well as 

option of Installing additional software's on the provisioned Virtual Machines 

to User Department while Requesting for provisioning of new virtual servers 

from Self service GUI 

 

vii.   The User Department should be able to report Departmentôs allocated Quota, 

Used Quota and balance Quota of infrastructure capacity 
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viii.   The User Department should be able to generate consumption reports for 

Departmentôs cloud infrastructure (Virtual, Physical, Application or Common 

Services) 

 

3 SDC Private Cloud Administrator Requirement  

i.  Administrators should be able to automatically scale and/or manage resources 

unilaterally (as also termed in the NIST definition) for tenant services without 

manual intervention as and when required by the SLA requirements of the 

service 

 

ii.  The Cloud Automation framework should provide capability for Roll based 

Access for performing specific tasks 

 

iii.   Private Cloud Administrators should be able to easily configure, deploy, and 

manage services through a highly intuitive service-centric interface, while 

using a library of standard templates 

 

iv.  Private Cloud Administrators should be easily be able to take resources 

offline and online 

 

v.  Private Cloud Administrators/Application Owners should be able to create, 

manage, services using a web-based interface that presents a customized view 

of resources based on your role in the organization 

 

4 Capacity Management  

i.  The Solution should be able to determine how many more virtual machines 

can fit the environment 

 

ii.  The Solution should identify idle, underutilized capacity to provide inputs to 

the capacity management function such that informed decisions can be taken 

 

iii.   The Solution should support to identify and determine optimum  sizing  and 

placement of virtual machines 

 

iv.  The Solution should provide forecast reports demonstrating forecasted 

utilization  

 

v.  The Solution should support all of the following modeling scenarios: Physical 

to Virtual, Virtual to Virtual, Virtual to Physical, Virtual to SDC private 

Cloud, and Test to Production 

 

vi.  The Solution should provide a mechanism to automatically assess high 

volumes of workloads and determines optimal placement on virtual machines 

across the enterpriseôs shared resource pools 

 

vii.    

The Solution should be able to utilize existing investment in tools/ 
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Functionality and extend these to virtual environment as well, which are 

available from leading vendors like BMC, CA, IBM, HP and Microsoft 

 
 

Automation, Orchestration and Monitoring 

Process Automation 

The Solution should demonstrate a way to comprehensively model cloud datacenter process end to end across 

multiple Vendors software and hardware thus enforcing Operational Best Practices and Procedures 

The Solution should be integrated to existing ITIL Service Support Areas functions including but not 

restricted to Event Management, Incident Management, Request fulfillment, Problem Management, Access 

Management 

The Solution should allow automating best practices, such as those found in Information Technology 

Infrastructure Library (ITIL) through workflow processes that coordinate management tools to automate 

incident response, change and compliance, and service-lifecycle management processes 

The Solution should have capabilities to create workflows to automate common admin challenges 

The Solution should have the ability to develop highly customized workflows and easy user interface. 

The Solution should have web based interface 

 
 
 
 

2 Integration Capabilities  

i.  The Solution should be able to create processes across multiple vendorsô 

software and   hardware 

 

ii.  The Orchestration Solution should be open and interoperable and has rich 

integration capabilities that support interfaces from command line interface 

and web services  

 

iii.   The Solution should be capable of extending entire functionality to virtual 

environment  utilizing existing components of SDC such as  Enterprise 

Management System (EMS) 

 

iv.  The Solution should provide resource-level operations across compute 

resources, hypervisors (VMware, Xen, Hyper-V), storage resources and 

network resources. It should support provisioning for multiple platforms 

including Windows, Linux, & ESX on x86 (32 and 64 bit) 

 

v.  The Virtual Machine should be able to be monitored from the existing EMS 

solution available in SDC 

 

vi.  The Solution should provide capability for orchestrating tasks across systems 

for consistent, documented, compliant activity. 
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vii.   The Solution should possess capabilities to extent resource & cloud fabric 

management onto other Private Clouds 

 

viii.   The Solution should be able to move identified workloads to another private 

cloud 

 

ix.  The Solution should be able to audit and monitor execution of processes and 

report on violations against the same 

 

x.  The various participating HW & SW components in the Data Center process 

as modeled by the solution should be easily manageable by this Orchestration 

layer 

 

xi.  The Solution should provide a set of adapters that should be able to utilize 

existing infrastructure elements and IT service management tools to provide 

smooth, precise orchestration of automated processes 

 

xii.  The Solution should be able to accelerate adequate utilization  of subsystems 

(not limited to but including) the backup solution, the service 

manager/helpdesk module, the operations modules, the virtual asset 

provisioning modules etc 

 

 
 
 
 
 
 

3 Monitoring Capabilities   

i.  The Solution should be able to monitor User Department Virtual Resources 

independent of the platform & solution/service they are running 

 

ii.  The Solution should be able to monitor key performance characteristics of the 

virtual resource (OS, RDBMS, Memory, Storage, Network etc.) 

 

iii.   The Solution should monitor all the critical operating system level services and 

should check for their status like running, not running, paused. In addition, 

deviations from a defined Configuration should be detectable and reported 

 

iv.  The Solution should give User Department ability to select performance 

counters and duration for which they want to view the performance data 

 

v.  The Solution should have the mechanism to store the historical data for 

problem diagnosis, trend and analysis 

 

vi.  The Service level dashboard provided with the Solution should have a web 

based interface 

 

vii.   The Solution should be able to send the reports through e-mail to predefined 

user with pre-defined interval 
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1.2.7 Security Components 

 
Functional Requirement for Data Loss Prevention 
S 

No 

 Compliance 

1 The solution shall be able to discover, classify, monitor and protect data.   

2 Overall the solution shall provide a central point of control and management for all its 

components. The discovery and classification shall be based on various 

identification mechanisms including regular expressions, keywords and phrases, 

dictionaries, re-usable entities using programmatic validation logic to detect patterns, 

full and partial fingerprinting, and proximity analysis using weightage as well 

counting of detected parameters. 

 

3 Should provide a single DLP solution management and policy creation interface for 

DLP components ïendpoints. The product shall come with pre-defined policies 

which should be editable and also could be used to create new ones.  

 

4 The solution shall have a dashboard showing details of the current activity within the 

organization from the DLP point of view. The DLP system should be able to provide 

detailed view of each of the components in the DLP systems like the agent scanning 

status, detection point status, incident status etc. The dashboard should be 

completely customizable and the solution should also able to provide a different 

dashboard for each user with login privileges, as per his / her preferences or roles. 

 

5 The solution shall have extensive reporting and auditing capabilities. The solution 

should also provide out of box options to integrate with external Security and 

Incident Management system as well as provide customized reports and 

notifications. 

 

6 The solution shall provide incident notification as well as escalation workflows for 

unattended incidents.  

 

9 The solution should be able to highlight the violated content within the incident for 

clear identification and resolution of the incident. 

 

10 The solution should be able to provide identity information on the sender (such as 

full name, manager name, business unit). This should be accomplished across all 

incidents email, non-email, storage as well as endpoint. 

 

11 Different actions should be configurable based on the user context and risk level 

associated with a particular data match - the risk levels too should be configurable 

based on the risk score calculated. 

 

 

 
 Functional Requirement for Security Incident Management 
 

viii.   The Solution should be able provide integration with the existing helpdesk 

system for incidents in SDC 

 

ix.  The Solution should trigger automated actions based on incoming events / 

alerts 

 

x.  The Solution should provide a Knowledge base to store history of useful 

incident resolution 

 



113         
 

 

 
 
 
 
 
 

 
 
 
 
   
 
 
 
 

 Functional Requirement for Policy Management  
 
  

S 

No 

 Compliance 

1 Policy management security control would aim to identify the issues and help 

define and build a strong foundation for corporate wide Governance risk and 

compliance framework 

 

S 

No 

 Compliance 

1 The solution should offer Single View of All the Data captured from devices 

across sites/geographies. 

 

2 The solution should be able to collect raw logs in real-time to a Central log 

database from any IP Device including: 

¶ Networking devices(router/switches/voice gateways) 

¶ Security devices (IDS/IPS,AV,Patch Mgmt, Firewall/DB Security 

solutions) 

¶ Operating systems(Windows 2003/2008,Unix,linux,AIX) 

¶ Main frames(IBM etc) 

¶ Virtualization Platforms(Microsoft HyperV, VMware Vcenter/VSphere 4.X) 

¶ Databases(Oracle/SQL/MYSQL/DB2) 

Note : For detail technical specifications please refer section 1.2.3.5 for IPS 

& 1.2.3.6 for  End Point Protection for Servers and PCs (HIDS/ HIPS)  

 

3 The solution should be able to collect the logs in an agent/ agent less manner 

and store the same in real-time to a Central log database from any IP Device. 

The logs should be time stamped, compressed to optimize storage utilization. 

 

4 The solution should collect the entire log sent by the devices. This will help in 

maintaining digital chain of custody. 

These logs can be modified by a malicious indented user. In order to make these 

logs tamper proof solution must store events in compressed archives that are 

temper proof encoded.   

 

5 The solution should provide tools for developing collection and parsing 

capabilities for home-grown or any other unsupported /unknown IP applications.  

 

8 The system should provide for integration with third party ticketing systems for 

escalated incidents that need escalation. 

 

9 The tool should provide flexible dashboard interface customized to user 

preferences allowing the examination of a specific event or a holistic view of the 

systems within the enterprise. 

 

10 The tool should have the capability to fetch logs from the solution in real time or 

desired period (hours/days/specific period etc) to ensure comprehensive trend 

and historical analysis and reporting. 

 

11 The solution should allow filtering log data based on log message payload like 

source and destination ip, ports, usernames, workstation address, domain etc. 

 

12 The Solution must provide remediation of the incidents by prioritizing incidents 

based upon the security policies and generating tickets for a quick response to 

security threats associated with the affected assets. It should also be track these 

changes. 

 



114         
 

S 

No 

 Compliance 

2 The framework should provide a centralized infrastructure for creating policies, 

standards and control procedures and mapping them to  objectives, regulations, 

industry guidelines and best practices 

 

3 The framework should also enable SDC to communicate policies across its user 

base, track acceptance, assess comprehension and manage valid exceptions 

 

4 The Policy Management framework should allow to grant or deny exception 

requests based on the value of the control standard to SDC corporate objectives 

and governance program 

 

5 The framework should also allow reporting on exceptions across the enterprise, 

monitoring them by control, department, severity or other meaningful criteria 

 

6 Should provide the capability to demonstrate compliance in an efficient and cost-

effective manner and must be able to automate processes wherever possible, 

reduce duplication of effort and quickly react to deficiencies identified in the 

assessment process 

 

7 The compliance management solution should allow SDC to achieve at a minimum 

the following: 

- Document control procedures and test plans, mapping them to applicable 

control standards, regulations, business units, risks, business processes 

and technologies. 

- Determine which controls need to be tested for a given assessment criteria. 

- Perform continuous controls monitoring by capturing the results of 

automated configuration checks. 

- Auto-generate deficiencies for non-compliant control activities, and map 

those findings to policies, regulations and risks. 

- Route findings to appropriate personnel, who can resolve them through 

remediation tasks or exception requests. 

- Form a consolidated picture of compliance efforts and remediation 

processes through reports and dashboards. 

 

 

8 The process should be supported by a solution that can deliver a central 

management system for identifying risks, evaluating their likelihood and impact, 

relating them to mitigating controls and tracking their resolution. 

 

9 Reports should detail compliance adherence to security policy in SDC. Data being 

of prime importance to the SDC, compliance reports should pick incidents from 

data loss and store in the database. This data can be used to check for the 

adherence to data loss policy along with other security violations 

 

10 This solution should be able to provide the tools to implement SDCôs unique 

enterprise risk management methodologyðautomating, streamlining, exception 

handling, measuring and reporting at every step of the process. 
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S 

No 

 Compliance 

11 The risk management process would provide SDC the capability to provide  

- A registry of potential risks, and relates them to corporate objectives, key 

risk indicators and mitigating controls. 

- Maintain a repository of qualitative, quantitative and trending metrics, and 

automate the collection of supporting data.  

- Calculate inherent and residual risk automatically based on assessment 

scores and risk mitigation.  

- Generate real-time reports and executive dashboards, providing clear 

visibility into key risk indicators, the status of assessment efforts and your 

organizationôs overall risk profile.  

- Integrated management and reporting of risk management data and 

processes with the compliance management process to achieve efficiency 

and transparency enterprise-wide. 

 

 

 
 
 

TECHNICAL SPECIFICATIONSPACKAGE ï CIVIL & INTERIOR WORKS 
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1.3 SDC Architecture ï Physical Infrastructure 

 

1.3.1.1 Layout of Data Centre  

 
Entire SDC area is logically divided in Zones based on MIT guidelines. Each of these zones are having 

different objective described further in this section. The respective area of each Zone would 

actually vary, primarily on the basis of number of applications and Size of the State. Total SDC area 

for the Data Centre of Punjab is nearly 4000 sqr ft. The site is proposed to be in Mohali. SDC is 

proposed to be on first floor of the building.  

 

 
Zone A - This DC Server room area would host servers, server racks, storage racks and Networking 

component. The area required for Zone A should approximately be 1500 sqr ft, This has to include the 

staging area. 

Zone B - /ƻƳǇǊƛǎŜǎ ƻŦ bh/ ǊƻƻƳ όмсΩΦлΩΩ·мрΩΦфΩΩύΣ ǊŜŎŜǇǘƛƻƴ ŀǊŜŀΣ IŜƭǇ 5Ŝǎƪ ŀǊŜŀΣ .a{ !ǊŜŀ 

όммΩΦлΩΩ·ммΩΦлΩΩύΣ ¢ŜǎǘƛƴƎ κaƻƴƛǘƻǊƛƴƎ ǊƻƻƳΣ ǎǘŀƎƛƴƎ ŀƴŘ ǊŜŎŜǇǘƛƻƴΣ 5/ ƳŀƴŀƎŜǊ ŀǊŜŀΣ 5/ ƻǇŜǊŀǘƛƻƴ ŀƴŘ 

media storage room.. This zone requires approximately 1500 sq. ft  

Zone C - Comprises of room for power panels, UPS and other power equipments (900 sqft). This zone 

requires approximately 1000 sq. ft. 

A revised Layout plan have been included in the RFP indicating individual sizes as sent to DIT earliar 

along woth RFP assessment framework. 
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1.3.1.2 Technical Specifications ï Civil and Interior Work 

 
i. Demolition Work ï Since this is a new building, demolition work is not required In case 

some amount of demolition is required then  DCO should take enough care not to make heavy 

noises that disturbs other area in the building. Any damage done to the structure or other area  

to be borne by the DCO. The DCO has to get permission from SIA before start of dismantling. 

Cutting of reinforcement in any element for the building shall not be carried out without prior 

permission of the SIA. The debris accumulated due to dismantling has to be disposed in an 

area that is far from the area as directed by the SIA. There will no accumulation of debris in 

the SDC vicinity for more than 12 hours. 

ii. PEST CONTROL  

Pest control treatment for the facility has to be done in accordance to the guideline laid as per 

IS 633 part II. 

iii. TRENCH WORKS  

Trenches may be required for cables to run from the DG area to the SDC electrical room. The 

bed of the trench shall be even throughout. The trench has to be filled by lime concrete or 

sand as directed by SIA. Trench wall to made on hard bricks. There has to be service pits on 

the length of the trench properly covered. These covers are to be openable and have 

sufficient strength so that it does not gets damaged. Care to be taken for not making any 

damage to the existing pipes, drains, cables. Any damage done has to be borne by the DCO. 

 

iv. MASONARY WORKS  

Brick Work:  

a. All brick work should be carried out as per approved drawings mutually agreed between 

the consultants, SIA and DCO. The brick work shall be done as per the norms laid down 

by CPWD. The bricks (table molded) shall confirm to IS 1077. Other country bricks shall 

be approved by the SIA. Proper curing has to be done for all the crick walls. Brick work is 

not envisaged inside the DC area. However it may be required for the DG area. The DCO 

has to create a DG shed so as to protect the DG from sunr and rain. The DG platform to 

be raised over the ground so that water does not enter the DG. The fuel tank has to 

mounted in  similar fashion. 
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v. Plastering 

The requirement of plaster work if required shall be to provided absolutely water tight 

enclosure, dense, smooth and hard and devoid of any cracks on the interior or exterior.  

Masonry and concrete surfaces, which call for applications of plaster, shall be clean, damp 

and sufficiently rough and keyed to ensure proper bond, subject to the approval of the SIA. 

 

vi. Water Proofing 

Water proofing wherever required has to be done by the DCO as per the direction of SIA and 

in accordance to the existing IS standard or as per CPWD norms. 

  

vii. Laying of Vitrified Tile Flooring:  

The vitrified tiles shall be selected by SIA and DCO mutually. Necessary edge, hole cutting 

and chamfering and miter joints shall be done wherever required. The finished material shall 

be protected against wear and tear and other works using heavy duty PVC sheets and 40mm 

thick Plaster of Paris. This shall be cleared with acid as soon as the place is ready for 

occupation. This shall be removed as soon as the related interior works are over.  

 

viii. Granite wall cladding : 

Granite wall cladding using 19mm thick pre polished slab as per the SIAs specs fixed to the 

wall surface by means of 1:3 cement mortar used as a bonding agent, necessary clamps, 

screws and cement grout. The vertical and horizontal joints between each panel of granite 

should have groove (as per SIAs details).Necessary edge and hole cutting, chamfering and  

granite joints shall be filled with cement paste mixed with pigment to match the colour of the 

granite. The finished granite surface shall be protected against wear and tear by cladding it 

with PVC sheet and gum tape. The final surface shall be granite polish by machine. The 

pricing shall include hacking the existing wall or other places. All edge chamfers / cutting of 

granite shall be mirror polished and no extra shall be paid for the same. 
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ix. Hardware And Metals  

The hardware throughout shall bwiproe of superior quality. The DCO may be required to 

produce and provide samples from many different sources before the Consultant/SIA. Fitting 

generally shall be brass oxidized, unless otherwise specified and shall be suitable for their 

intended purpose. In any case, it will have to be approved by the SIA before the DCO 

procures it at the site of work. 

Screws are to match the finish of the article to be fixed, and to be round or flat headed or 

counter sunk as required. The DCO should cover up and protect the metal surfaces such as 

brass, bronze, SS etc. with a thick grease or other suitable protective material, renew as 

necessary and subsequently clean off and clear away on completion. 

Aluminum and stainless steel shall be of approved manufacture and suitable for its particular 

application. Generally the surface of aluminum shall have an anodized finish and both shall 

comply with the samples approved by the SIA. All steel, brass, bronze, aluminum and 

stainless steel articles shall be subjected to a reasonable test for strength, if so required by the 

SIA at the DCOôs expense. 

 

x. Glazier 

All glass to be complying with IS 1548-1966. The compound for glazing to metal is to be a 

special non-hardening compound manufactured for the purpose and of a brand and quality 

approved by the SIA. All fore rated glass will be clear glass and with or without wire mesh. Fire 

rating of glass to be 60 minutes. 

 

xi. Paint  

Providing and applying fire retardant paint of approved make and shade to give an even 

shade over a primer coat as per manufacturersô recommendations after applying painting 

putty to level and plumb and finishing with 2 coats of fire retardant paint. Base coating shall 

be as per manufacturerôs recommendation for coverage of paint. 

 

For all vertical Plain surface. 

For fireline gyp-board ceiling. 

 

Providing and laying POP punning over cement plaster in perfect line and level with 

thickness of 10 - 12 mm including making good chases, grooves, edge banding, 

scaffolding pockets etc. 

Applying approved fire retardant coating on all vertical surfaces, furniture etc. as per 

manufacturer's specification. 
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xii. Upholstery  

This may be required for the reception  are of the SDC.This will be of first class standard 

workmanship with webbing, no sag springs, coiled springs, padding and filling as specified on 

drawing. Covering fabrics will be soon tufted and corded as approved by the SIA. 

 

xiii. Plywood/ MDF Boards  

Plywood/ medium density fiberboard/ blackboard/ teak particleboard/ veneered board, etc. As 

specified in the approved list of manufacturers shall only be used. Only B.W.P grade phenol 

formaldehyde bonded hot pressed plywood generally confirming to I.S.I 303 of approved 

make shall only to be used. Marine plywood shall generally confirm to I.S. 710-1980. 

Blockboard shall be equal or superior quality as per B.S. 3444  

 

xiv. Laminates 

Laminates where specified shall be of approved brand, type, texture and thickness and 

manufactured as per IS: 2046 ï1969. Fixing of laminates shall be done as per best trade 

practices and strictly as per printed instructions of the manufacturers using Phenol 

Formaldehyde Synthetic Resin Adhesive of approved make.  

xv. False Flooring  

 The datacenter should have raise flooring on the area where IT equipment such as Server 

racks, storage network racks are placed. The height of the raise floor to be 450 mm from the 

real floor. The following specifications for the raise flooring may be adhered. Vendor to Quote 

for product that is either meet the following specs or higher. 

 A: Mandatory Structural Parameters 

Concentrated Loads :  

540 Kgs ( 1200 lbf ) with a top-surface deflection under load and a permanent set not to 

exceed , respectively, 2.54 & 0.25 mm ( 0.10 & 0.010 inch )  

Ultimate Concentrated Load:  

1350 Kgs (3000 lbf )  

Rolling Loads :  

270 kgs ( 600 lbf ) of the following magnitude, with a combination of local and overall 

deformation not to exceed 1.02 mm (0.040 inch)  

Stringer Load Testing :  

204 Kgs (450 lbf) at the centre of the span with a permanent set not to exceed 0.25mm ( 

0.010 inch)  

Pedestal Axial Load Test : 

22 Kn axial Load per pedestal 
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B : Other Optional Structural Parameters : 

Floor Panel Impact ï Load Performance :  

100 lbf when dropped from 36 inches ( 914 mm) on to 1-Sq.Inch ( 6.5 sq.cm) area located 

anywhere on Panel without failing. 

Uniformly Distributed Load (UDL):  

1620 kg/m2 with a maximum permissible deflection of not more than 1.52 mm tested over an 

area of 300x300 mm square for 100kgs load  

C : Other Non structural Parameters :  

Fire Rating :  

The Panels shall confirm to Class O & Class 1 Fire Ratings tested as per BS 476 Part 6 (Fire 

Propagation) & 7 (Surface spread of flame) as also ASTM E84 1998 (Flammability) and 

ASTM E136 (Combustibility) 

Electrical Resistivity  :  

As per ASTM F150/ NFPA 99 / ANSI S7.1 but modified for surface to ground to place one 

electrode on the floor surface and to attach the other electrode on the pedestal.  

 

 

xvi. Modular ceiling Tile 

Providing and fixing of Mineral Fiber Ceiling tiles in true horizontal level false ceiling grid. 

Using  hot dipped galvanized steel section, exposed surface chemically cleaned capping 

prefinished in baked polyester powder paint, Main tee of size 15 x 35 x 0.33 mm at every 1200 

mm C/C max and rotary stitched cross tee of size 15 x 30 x 0.33mm at every 600 mm C/C 

0.457 mm wall angle around the wall to form a grid of 600 mm x 600 mm and suspending the 

grid using 2 mm GI rod and 6 mm rawl plug at every 1200 mm intervals at the main tee and 

laying the Ceiling tiles of size 595 mm x 595 mm x 15 mm over the formed grid having fire 

rating of 60 minutes as per BS 476/23 of 1987, Noise reduction Coefficient (NRC) of 0.50-

0.60,  to resist temperature and humidity conditions up to 40degree (104deg. F) and humidity 

of 95% RH, Weight of 3.5Kgs/SQ.M. 

 

xvii. Gypsum Ceiling 

Suspended gypsum board false ceiling of G.I.Channel grid type framework, gypsum boards, 

paper tape, gypsum putty and cutouts for light fittings, A/C grills, and Fire Alarm accessories 

has to be provided by the DCO in the area wherever required as per mutually agreed and approved 

drawing. The gypsum board panels 12 mm thick are secured on to bottom of the frame work by 

means of screws. Necessary cutouts for lights, detectors and other ceiling mounted equipment needs 

to be provided. The surface of the ceiling must be smooth. Plastic emulsion paint to be done on the 

gypsum ceiling. 
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xviii. Record protection equipment ï Fire proof cabinets 
 
Features: 

Computer Grey, Polyurethane (PU) paint. 

sizes -300 ltrs. 

Protects from fire, dust, heat, moisture, magnetic fields, electrostatics and accidental 

damage. 

Designed to withstand temperatures up to 1000 degree C for over an hour. 

Average Internal temperature below 30 degrees C after 60 minutes of testing in 

furnace. 

Average internal temperature below 44 degree C after a 6-hour soak out period. 

Adjustable shelves and pull out trays shound be available 

Locking system 

 Two 10- lever high security Cylindrical Locks. 

Snap shut mechanism. 

The safe has to be as per IS:14562 for 1 hr. Fire 

endurance and 1 hr. Fire & Impact Test. 

 

 

1.3.1.2.1 Modes of Measurement 

1.   Walls, Partitions, 

main wall 

Elevational Area (volumetric) 

2.   Flooring Plan area between skirting 

3.   Skirting Running length 

4.   Windows  Elevational Area ( including frame) 

5.   False Ceiling Actual Area between partitions (Rate shall be inclusive of 

making holes/ cutouts / openings for light fittings, AC grills, 

Smoke Detectors, Sprinklers, provision of perimeter 

channel for support/fixing of grills / light fittings and suitable 

boards of 300 x 300 x 10mm for spotlights. No deductions 

shall be made for any such cutouts/opening).  However, 

column areas shall be deductible.  

6.   Partition Elevational Area (From finished floor/false floor  level to 

finished false ceiling level). 

7.   Wall Paneling Elevational Area 
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8.   Workstations Nos. 

9.   Tables  Nos. 

10.   Rear/Side Credenzas Elevational Area 

11.   Utility/Staff counters Running length 

12.   High/Low Storages  Elevational Area 

13.   Storage above 

counter 

Elevational Area 

14.   Door/Frames  Nos. 

15.   Rolling 

Shutters/Collapsible 

gate 

Elevational Area 

16.   Shutters for ducts 
and below window cill 

Elevational Area 

17.   Blinds Elevational Area 
18.   Grills  Actual surface area 
19.   Pest Control / Anti-

termite treatment 
Carpet floor area, plan area 

 
Note: Measurements shall be recorded upto three digits after decimal point 
 
Note: 

All material to be used shall be of first quality unless otherwise specified. 
All sizes of materials mentioned shall be finished sizes. 
All materials used shall be of I.S.I grade wherever applicable. 

 

 

Important conditions:  

¶ All types of shop/ coordinated/ elevation/ working/ Good for construction drawing has 
to be submitted to the SIA and without the approval of the SIA no work will be 
executed. 

¶ Data sheet/ Catalogues/ brochures of the material have to be submitted before use. 

¶ The vendor has to get the sample of each item approved from the SIA before using 
for construction 

¶ The sample required any test as per the direction of SIA the cost of sample and 
testing will be borne by the bidder. Test lab will be decided by SIA. 

¶ Quantity mentioned in the BOQ is approximate. Bidders need to visit the site and 
assess the quantities before quoting. 
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1.3.1.3 Technical Specifications ï Electrical 

 

1.3.1.3.1 UPS, Batteries and Accessories  

 
 

Purpose 
  

The purpose of this specification is to define the design, manufacture and testing 

characteristics required in view of supplying, putting into operation and maintaining an 

Uninterruptible Power Supply system (referred to as a UPS in the rest of this document). The 

UPS system shall be designed to supply dependable electric power to: 

 

The total load supplied by the UPS system shall be equal to 250kVA, at a load power factor pf 

greater than 0.9. 

 

 

Brief description 
 

There will be 2 UPS system of 250KVA each in each BUS of the LT Panel. Each set of UPS in 

a BUS will have separate battery banks for 30 minutes backup on each on full loadUPS units 

(same power rating), operating in double-conversion mode (also called on-line mode); it shall 

be a VFI-type UPS (as per standard IEC 62040-2).and shall comprise the following 

components, described below in this specification: 

¶ 6 pulse/12 Pulse/PWM rectifier with active/passive filter ( if required) 

¶ battery charger; 

¶ inverter; 

¶ battery; 

¶ static bypass (via a static switch) for each UPS unit; manual maintenance bypass for 
each UPS  unit user and communications interface; 

¶ battery management system; 

¶ any and all other devices required for safe operation and maintenance, including circuit 
breakers, switches, etc. 

 

The UPS system shall ensure continuity of electric power to the load within the specified 

tolerances, without interruption upon failure or deterioration of the normal AC source (utility 

power) for a maximum protection time determined by the capacity of the backup batteries 

installed. 

 

 

Operating principle 
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Each double-conversion UPS unit (also called on-line) shall operate as defined below. 

i.   Normal operation 

The rectifier shall supply the corresponding inverter with DC current while the charger 

simultaneously float charges its battery. The load is continuously supplied with dependable 

electrical power by the inverter. 

 

ii.   Operation on battery power 

 Upon failure or excessive deterioration of the normal AC source, the inverter shall continue to 

supply the load with power from its battery without interruption or disturbance, within the limits 

imposed by the specified battery backup time. 

 

iii.   Battery recharge 

When the normal AC source is restored, the rectifier shall again power the corresponding 

inverter, without interruption or disturbance to the load, while the charger automatically 

recharges the battery. 

iv. Load sharing  operation and redundancy 

The units shall operate in load sharing mode with redundancy, with the load shared equally 

between the units.  

Redundancy shall be of the ñn+nò type, i.e. ñboth the UPS will work independently but 

synchronized for voltage, and frequency through load bus synchronization technology . In 

case of failure of one UPS the load will be transferred to the other one without affecting or 

creating any disturbance to the load. 

 

v.   Transfer to bypass AC source 

In the event of an overload exceeding system capabilities (short-circuits, heavy inrush 

currents, etc.) the load shall be automatically transferred, instantaneously and without 

interruption, to the bypass AC source,on the condition that bypass power is available and 

within tolerances.  

 

To that end, synchronisation of each inverter in phase and frequency with the bypass source 

shall be automatic. Transfer of the load back to the UPS-unit outputs shall be automatic or 

manual. During transfer, the load shall not suffer an outage or disturbance in the supply of 

power. 

To ensure transfer in complete safety, the system shall close simultaneously the static 

switches. 
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On request, the UPS system may automatically transfer the load with a micro-interruption if a 

major fault occurs on the UPS system and if synchronisation with the bypass source has not 

been established. 

The above feature is required but may not be necessarily in force as it is not expected or 

desirable to feed unconditioned power to the SDC through bypass line. 

 

vi.   Maintenance on UPS units 

For maintenance purposes, all electronic components shall be accessible from the front of the 

UPS. In addition, a built-in manually-operated mechanical bypass system shall be: 

Installed in each UPS unit; Installed separately in an external bypass enclosure or cubicle  

For personnel safety during servicing or testing, this system shall be designed to isolate the 

UPS units while continuing to supply power to the load from the bypass AC source. Transfer 

to the manual bypass mode and back shall be possible without interruption to the load. 

The UPS shall also include a device making it possible to isolate the rectifiers and the 

chargers from the normal AC source. 

 

vii.   Battery maintenance 

For safe maintenance on the battery of each UPS unit, the system shall include a circuit 

breaker to isolate the battery from the corresponding rectifier/charger and inverter. 

When the battery is isolated from the system, the UPS shall continue to supply the load 

without interruption or disturbance, except in the event of a normal AC source outage. 

 

  Sizing and general characteristics 

 

i.   Technology 

The UPS shall be based on double conversion SCR/PWM rectifier and IGBT Inverter 

technology with built-in thermal monitoring and a high free-frequency chopping mode to 

dynamically optimise efficiency and power quality. 

 

RatingThe UPS system shall be sized to continuously supply a load of 80 kVA (min), at a load 
power factor (pf) of 0.9. It shall be made up of 2 UPS units in each BUS, each with an identical 
rating of 80 KVA.   

 

ii.   Battery backup time 

The backup time of each battery in the event of a normal AC source outage shall be 30 

minutes per UPS (min 80KVA load with 0.9 load pf of resistive load) 

The service life of each battery shall be equal to at least 15 years. 

Batteries shall be selected and sized accordingly. 










































































































































































































































































































































































































































































